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Abstract—Many camera sensors suffer from limited dynamic range. The result is that there is a lack of clear details in displayed images and videos. This paper describes our approach to generate high dynamic range (HDR) from an image sequence while modifying exposure times for each new frame. For this purpose, we propose an FPGA-based architecture that can produce a real-time high dynamic range video from successive image acquisition. Our hardware platform is build around a standard low dynamic range CMOS sensor and a Virtex 5 FPGA board. The CMOS sensor is an EV76C560 provided by e2v. This 1.3 Megapixel device offers novel pixel integration/readout modes and embedded image pre-processing capabilities including multi-frame acquisition with various exposure times. Our approach consists of a pipeline of different algorithmic phases: automatic exposure control during image capture, alignment of successive images in order to minimize camera and objects movements, building of an HDR image by combining the details of the successive acquisitions, and final tonemapping for viewing on a LCD display. Our aim is to achieve a realtime video rate of 25 frames per second for a full sensor resolution of 1,280 × 1,024 pixels.

I. INTRODUCTION

A standard camera is able to capture only a fraction of the visual information that is visible to the human eye. This is specifically true for real scenes that can simultaneously include areas of low and high illumination due to transitions between sunlit and shaded areas. When capturing such a scene, the camera is unable to store the full dynamic range (i.e. the ratio between the lightest and darkest pixel) resulting in low quality images where details are concealed in shadows or washed out by bright lights.

High Dynamic Range (HDR) imaging techniques appear as a solution to overcome this major issue by extending the precision of the digital images. HDR imaging encodes images with higher than standard 24-bit RGB format, increasing the range of luminance that can be digitally stored. HDR images can be created in two different ways. The first method requires the development of specific HDR sensors that can capture the entire scene dynamic range. Several sensors development have been done with techniques such as well-capacity adjusting [1], time-to-saturation [2], or self-reset [3] (see [4] for a comparative analysis of these sensor architectures). To perform these functions, most of these sensors provide a processing unit at chip level or at column level [5]–[7], and even at pixel level [8]–[12]. The second method relies on conventional Low Dynamic Range (LDR) sensors to capture HDR data by recording multiple exposures of the same scene. By limiting the exposure time, the image loses low-light detail in exchange for improved details in areas of high illumination. A contrario, by increasing the exposure time, the resulting image contains the details in the dark areas but none of the details in the bright areas due to pixel saturation. Complex imaging algorithms enable to build a single HDR image (called radiance map) that covers the full dynamic range by combining the details of the successive acquisitions. An example of an HDR image obtained from two images (respectively acquired with exposure times of 0.9 ms and 9 ms) is shown in Fig. 1.

Fig. 1. Multiple exposures combined into one HDR image

HDR imaging techniques have received a lot of attention in the computer graphics community. Devebec et al. [13], Mitsunaga et al. [14], Robertson et al. [15], and Kang et al. [16] have developed various algorithms for producing HDR images from multiple exposures LDR images captured with a standard camera. Simultaneously, works on tone mapping operators [17]–[19] have been conducted in order to compress the HDR resulting images to the displayable range of 8-bit/channel monitors in such a way that the visual sensation of the real scene is faithfully reproduced. A deep study of literature, both on HDR synthesis and tone mapping techniques, highlights efficient and complex software operators that have been implemented mostly on workstations with no timing constraint. There is a need to produce real-time HDR imaging that can be embedded into a smart camera. The work
described in this paper develops a complete algorithm pipeline for HDR imaging from multiple exposures acquisition, through radiance maps and tone mapping, to display. We present a simplified and practical hardware solution to produce real-time HDR video.

The remainder of the paper is as follows: in section II, we briefly review the literature on real-time HDR imaging solutions. Section III is a theoretical introduction to HDR pipeline implementation and deals with specific issues such as automatic scene exposure, motion correction, radiance map and local/global tone mapping. From this pipeline, we propose a dedicated hardware architecture in section IV. Conclusions are provided in Section V.

II. RELATED WORK

The problems of capturing the complete dynamic range of a real scene and reducing this dynamic range to a viewable range have drawn the attention of many authors. However, the main part of the proposed algorithms have been developed without taking into account the specificities and the difficulties inherent to hardware implementations. Unfortunately, these works are not generally suitable for efficient real-time implementation on smart cameras. As a consequence, generating real-time HDR images still remains a interesting challenge.

In 2007, Hassan [20] described an FPGA-based architecture for local tone mapping of gray scale HDR images, able to generate 1,024 × 768-pixel image at 60 frames per second. The architecture is based on a modification of the nine-scale Reinhard’s operator [21]. Several limitations can be noticed. First of all, this work focuses only on the tone-mapping process and does not care about the HDR capture, using a set of high dynamic range still images from theDebevec library [13]. Secondly, the tone mapping operator requires to store a full image before evaluating the logarithmic average of the image, leading to a video latency. This limitation can be overcome by using the logarithmic average of the previous image to normalize the current image. Thirdly, using the Gaussian pyramid requires a lot of bits per pixel, increasing the amount of onboard memory. Another real-time hardware implementation of tone mapping has been recently proposed in [22]. They use the Fattal et al. local algorithm [23]. This operator is less complex than the Reinhard’s operator, requiring less onboard memory. The key point of this work is the inexpensive hardware implementation of a simplified Poisson solver for Fattal’s operator. It gives a real-time tone mapping implementation on a Stratix II FPGA operating at 100 frames per second on one megapixel images.

Ching-Te et al. [24] describe a methodology for the development of a tone-mapping processor of optimized architecture using an ARM SOC platform, and illustrate the use of this novel HDR tone-mapping processor for both photographic and gradient compression. Based on this methodology, they develop an integrated photographic and gradient tone-mapping processor that can be configured for different applications. This newly-developed processor can process 1,024 × 768 images at 60 fps, runs at 100 MHz clock and consumes a core area of 8.1mm² under TSMC 0.13 µm technology.

Kang et al. [16] describe an algorithmic solution performing both video capture and HDR synthesis, and able to generate HDR video from an image sequence of a dynamic scene captured while rapidly varying the exposure of each frame (alternating light and dark exposures). For this purpose, the approach consists of three main parts: automatic exposure control during capture, HDR stitching across neighboring frames, and tone mapping for viewing. The implemented technique produces video with increased dynamic range while handling moving parts in the scene. However, the implementation on a 2GHz Pentium 4 machine does not reach the real-time constraint because the processing time for each video frame (768 × 1,024) is about 10 seconds (8 seconds for the radiance mapping and 2 seconds for the tone mapping). Based on Kang’s algorithms, Youm et al. [25] create an HDR video by merging two images from different exposures acquired by a stationary video camera system. Their methodology mainly relies on the simple strategy of automatically controlling exposure times and effectively combines bright and dark areas in short and long exposure frames. Unfortunately, they do not reach real-time processing with approximately 2.5 seconds for each (640 × 480) pixel frame on a 1.53 GHz AMD Athlon XP 1800+ machine.

Finally, Ke et al. [26] propose an innovative method to generate HDR video that is displayable on a conventional monitor. This method is drastically different from state-of-the-art works because only one LDR image is enough to generate HDR-like images, with fine details and uniformly-distributed intensity. They implement a hardware-efficient virtual HDR image synthesizer that includes virtual photography and local contrast enhancement. This system has much lower complexity compared to traditional HDR generation and tone-mapping algorithm. Under UMC90nm technology, it achieves real time for 720 × 480 video frames at 60 fps.

III. GLOBAL HDR ALGORITHM PIPELINE

In this section, we focus on the global HDR algorithm pipeline. Generating an HDR video sequence as well as HDR still images consists of automatically determining the optimal exposures for multiple frames capture, motion correcting between successive images, computing radiance maps, calibrating images and local/global tone mapping for viewing as depicted on Fig. 2.

A. Auto exposure control

The Auto Exposure Control (AEC) of a camera is able to measure the brightness of the scene and then computes an appropriate exposure in order to maximize the number of well-exposed pixels. However, most real scenes have a so great dynamic range that can not be captured by a camera. Therefore, some information of the scene is lost because some pixels are saturated and other ones are under-exposed. In order to acquire a wider dynamic range, a solution is to precisely monitor exposure times and capture multi exposure frames.
A typical example is the autobracketing system implemented on single-lens reflex cameras, where the camera captures the same image several times with different exposure settings, both over exposed (brighter image) and under exposed (darker image) compared to a given exposure (medium image). For HDR imaging, the AEC is a crucial step in terms of recorded information and needs to precisely and continuously evaluate exposure settings in order to capture a maximum of information in the scene. The candidate exposures must be automatically computed from previous captures on the basis of pixels statistics, such as histograms, ratio of dark or bright pixels.

B. Motion estimation and image alignment

HDR imaging based on multiple exposure frames implies some limitations, especially in the context of video. Correct construction of HDR from multiple images requires that each of the images represents precisely the same scene. This is obviously the case for static scenes. However, for dynamic scenes due either to camera movement or motion of objects, merging techniques of LDR images inevitably leads to motion artifacts and ghosting. For example, if somebody is moving during the frame sequence acquisition, he may appear as a ghost in the combined HDR image due to his multiple locations in the successive frames. To improve quality, global and local displacements in LDR frames must be realigned using for instance optical flow estimation [27]. The technique described by Kang et al. [16] handles both camera movement and object movement in a scene and is based on a variant of the Lucas and Kanade motion estimation technique [28]. Another technique [29] uses a median threshold bitmap and is about 10 times faster.

The motion estimation and image alignment is a complex algorithmic step in the complete HDR pipeline and state-of-the-art works highlight difficulties to give real-time results. Consequently, in the remainder of this paper, we will only focus on static scenes that do not require motion estimation and image alignment. This optional phase will be later included in our hardware pipeline.

C. HDR creating

The pixel values of an image are the result of a non linear function of the exposure. This function is linked to the characteristic curve (the response to the variations in exposure) of the sensor. So, creating an HDR image from multiple LDR images, i.e producing a radiance map requires two major stages:
- recovering the sensor response function;
- reconstructing the HDR radiance map.

From literature, three most popular algorithms for recovering the response curve can be extracted: Debevec et al. [13], Mitsunaga et al. [14], and Robertson et al. [30]. A technical paper [31] compares the first two algorithms in a real-time implementation in software. The results of time calculation for an image are significantly identical. For a detailed description of these methodologies, see Granados et al. [32]. In the remainder of this paper, we only presents the original algorithm developed by Debevec et al. [13]. According to these authors, the film reciprocity equation is:

$$Z_{ij} = f(E_i \Delta t_j)$$  \hspace{1cm} (1)

Where $E_i$ is the irradiances, $Z_{ij}$ is the pixel value of pixel location number $i$ in image $j$ and $\Delta t_{ij}$ is the exposure duration. The function $g$ is defined as $g = \ln f^{-1}$. The response curve $g$ can be determined by resolving the following quadratic function:

$$O = \sum_{i=1}^{N} \sum_{j=1}^{P} [g(Z_{ij}) - \ln E_i - \ln \Delta t_{ij}]^2 + \lambda \sum_{z=z_{min}+1}^{Z_{max}-1} g''(z)^2$$\hspace{1cm} (2)

Where $g(z)$ is the log exposure corresponding to pixel value $z$ and $\lambda$ is a weighting scalar depending on the amount of noise expected on $g$. This leads to 1024 values of $g(z)$, minimizing the equation 2. The response curve can be evaluated before the capture process, from a sequence of several images. The curve can be used to determinate radiance values in any image acquired during the video streams. For Schubert et al. [33], the HDR reconstruction requires only two images for the reconstruction HDR. The following equation can be used:

$$\ln E_i = \frac{\sum_{j=1}^{P} \omega(Z_{ij}) (g(Z_{ij}) - \ln \Delta t_{ij})}{\sum_{j=1}^{P} \omega(Z_{ij})}$$\hspace{1cm} (3)

Where $\omega(z)$ is the weighting function. It is a simple hat equation corresponding to the weighting function $\omega(z)$:

$$\omega(z) = \begin{cases} z - Z_{min} & \text{for } z \leq \frac{1}{2}(Z_{min} + Z_{max}) \\ Z_{max} - z & \text{for } z > \frac{1}{2}(Z_{min} + Z_{max}) \end{cases}$$\hspace{1cm} (4)
D. Calibration

Reinhard et al. [34] explain that a supplementary step dedicated to calibration is needed before performing the tone mapping operation. Indeed, because human visual response to lighting conditions is non-linear, tone reproduction operators must have precise information about the light conditions to differentiate for example between day scene or night scene. Then, HDR images must be expressed in real world units (candela per square meter) and not in arbitrary units. For this purpose, the log average luminance found in the image can be evaluated:

\[ L_{av} = \exp \left( \frac{1}{N} \sum_{x,y} \log(L_W(x,y)) \right) \] (5)

Where \( N \) is the number of pixels, \( L_W(x,y) \) is the radiance value of the pixel \((x,y)\).

From \( L_{av} \), we can estimate \( f \) and \( \alpha \) with the following equations:

\[ f = \frac{2 \log_2 L_{av} - \log_2 L_{min} - \log_2 L_{max}}{\log_2 L_{max} - \log_2 L_{min}} \] (6)

\[ \alpha = 0.18 \times 4^f \]

\( f \) is the computed distance of the log average luminance \( L_{av} \) relative to the minimum luminance \( L_{min} \) and the maximum luminance \( L_{max} \). The \( \alpha \) parameter can be seen as an unitless number that relates to the overall light level. \( \alpha \) is finally used to estimate the calibrated pixels \( L'_W(x,y) \) of the HDR image from the uncalibrated pixels \( L_W(x,y) \):

\[ L'_W(x,y) = \frac{\alpha}{L_{av}} L_W(x,y) \] (7)

E. Tone mapping

Tone mapping is the last step of the HDR pipeline. To reproduce HDR radiance maps on LDR display devices, it’s necessary to convert the HDR values to 8-bit integer values in such a way that all the details are still faithfully reproduced. Many tone mapping algorithms for compressing and displaying HDR images have been proposed. They are generally classified into two category: global tone mapping [21], [35], [36], which applies a single fixed mapping function to each pixel in an image, and local tone mapping [23], [37], [38], which adapts the mapping function used for a pixel depending on the neighborhood of the pixel. As explained into [36], global tone mapping operators are computationally very simple and preserve the intensity orders of the original scenes. However, global tone mapping operators generally cause loss of details in the mapped images, so local tone mapping operators are applied, at a higher cost, to better preserve the details and local contrast in the images, as local tone mapping technologies consider pixel neighborhood information in the mapping processing for each individual pixel.

IV. PROPOSED HARDWARE ARCHITECTURE

The block diagram of our HDR imaging hardware architecture is shown in Fig. 3 and is made up of 5 main blocks. At the input, the AEC block communicates with the sensor in order to acquire the multi exposure LDR frames. Each single LDR frame is then combined with the old radiance map into a new radiance map, that is further calibrated and tone mapped for display. The new radiance map will become the old radiance map for the next iteration.

This block diagram is significantly different of the above-mentioned HDR pipeline in the Section III because of its costly processing time that can not perform HDR video in real time. We must simplify the algorithms pipeline and propose innovative solutions that are compatible with hardware resources to achieve a real-time HDR video at 25 frames per second. For this purpose, our hardware pipeline does not require the storage of different multi exposure LDR frames before reconstructing the HDR frame. The new radiance map block continuously processes the incoming flow of pixel from the sensor to produce an HDR frame. This new radiance map is then stored in a specific memory and will serve as the old radiance map at the next iteration.

To sum up, our processing pipeline does not reconstruct an HDR image from several LDR stored frames as classically shown in the literature. It rather aims to deal with pixel flow processing by continuously updating the current radiance map with new data acquired from the sensor.

A. High dynamic range capabilities sensor

The EV76C560 sensor [39] provided by e2v is a 1.3 million pixels (1280 x 1024) CMOS image sensor. It is suitable for many different types of applications where superior performance are required, specifically in low-light conditions. It offers a high 10-bit digital readout speed at 60 fps in full resolution. It includes some features like multiple regions of interest, defective pixels correction, sub-sampling,... It also embeds some basic image processing functions such as image histograms, evaluation of the number of low saturated pixels (at 0 value) and high saturated pixels (at 1023 value). The
dynamic range is approximately 62dB, so this sensor can be considered as a low dynamic range imaging system. To improve its HDR capabilities, this sensor is able to successively acquire 2 images with different integration times, the second acquisition simultaneously occurring with the first frame readout, as depicted in Fig. 4. Such integrated features minimize artefacts such as blurring for dark scenes or ghosts for moving scenes.

Fig. 4. High dynamic range capabilities of the e2v sensor. The standard integration is on top and the high dynamic integration is at the bottom.

B. Auto exposure control

Our exposure control algorithm is based on pixels statistics such as the histograms of the two successive images. The EV76C560 is able to automatically computes a 64 16-bit categories histogram, the number of dark pixels ($S_{\text{low}}$), and the number of saturated pixels ($S_{\text{high}}$) for each acquired frame. Such complementary information can be read before two frames readout. Our aim is to calculate the number of pixels in the upper and lower part of the histograms of the two images as:

\[
P_{t',s} = \frac{\sum_{h=1}^{h=32} H_{t',s}(h)}{N - S_{\text{low}}} \quad (8)
\]

\[
P_{t',l} = \frac{\sum_{h=33}^{h=64} H_{t',l}(h)}{N - S_{\text{high}}} \quad (9)
\]

$P$ is the proportion of pixels located in a part of the histogram. $s$ means the short exposure, $l$ means the long exposure, $H$ is the histogram of the image, $h$ is the position of the categorie (1 - 64), $S$ is the number of saturated pixels (dark pixel at level 0 or bright pixel at level 1023) and $N$ is the total number of pixels. The better exposure time for each image can be evaluated as follows:

\[
\Delta t_{t',s} = \Delta t_{t'-1,s} \cdot \left( \frac{\Delta t_{\text{opt},s}}{P_{t',s}} \right) \quad (10)
\]

\[
\Delta t_{t',l} = \Delta t_{t'-1,l} \cdot \left( \frac{\Delta t_{\text{opt},l}}{P_{t',l}} \right) \quad (11)
\]

$\Delta t_{t'}$ is the exposure time at time $t'$. $\Delta t_{\text{opt}}$ depends on the number of saturated pixels. It is not possible to precisely evaluate the best exposure for a real scene because the tonemapped HDR image rendering depends on many factors (number of images, type of the scene, sensor sensitivity, etc.). In order to evaluate as precisely as possible the best values of the integration times, the following assumption was made: 80% of the pixels in the lower part of the histogram are present in the low exposure image, and 80% of the pixels in the upper part of the histogram are present in the high exposure image.

To prevent an useless updating system for every frames, we introduce a threshold so that the system is not too slow for our architecture:

\[
\Delta t_{\text{sensor}} = \begin{cases} 
\Delta t_{t'} & \text{for } \Delta t_{t'} - \Delta t_{t'-1} \geq \text{threshold} \\
\Delta t_{t'-1} & \text{for } \Delta t_{t'} - \Delta t_{t'-1} < \text{threshold} \end{cases} \quad (12)
\]

C. Radiance map flow system

The goal of our algorithm is to perform HDR creating and tonemapping directly from the entering pixel stream (see Fig. 3). Our exposure control algorithm computes and programs the sensor with the two exposure times. The sensor sequentially
sends to the FPGA two images with two different exposure times.

An initialization step is used to calculate the response curve of our system. This curve will allow us to convert each pixel in radiance value. An HDR image from two exposures is then calculated. This radiance map is stored in DDRII memory. Once these initialization steps are completed, we calculate a new value of radiance map from the old radiance map previously calculated and an LDR image provided by the sensor (as shown in Fig. 3). For this purpose, each pixel from the sensor is converted into radiance values with the following equation:

$$\ln E_i = g(Z_{ij}) - \ln \Delta t_j$$

(13)

The system response curve $g$ previously calculated allows the pixel to be converted into the radiance value. Then, the pixel is associated with the pixel of the previous frame using a weighting system. The construction of the new value of the pixel radiance is then processed. This pixel is represented by a value with a large number of bits for each pixel. In our algorithm pipeline, the pixel will be tonemapped to reduce the pixel size to 8bits.

The advantage of our technique is to store only one image (HDR) in memory, and avoid the waiting of the two images to compute one HDR image. With this technique, one HDR frame needs 2 memory accesses (one read and write operation) whereas the traditional technique requires at least four memory accesses (two read and write operations).

D. Tone mapping

Before performing the tone mapping operation, the calibration of each pixel is processed as seen earlier in Section III-D. $L_{av}$, $I_{max}$ and $I_{min}$ are evaluated from the pixel flow of the previous image (for details, see equations 5, 6, and 7).

Cadik et al. [19] show that the global part of a tone mapping operator is most essential to obtain good results. Moreover, a global tone mapper is the easiest way to implement the algorithm in real time, because local operators require complex computations, and also may generate halo artifacts. The choice of a candidate tone mapping operator has been done after comparing some global algorithms applied to a radiance map constructed from two images. Several global algorithms have been extensively tested in C++ (see Fig. 6). According to our temporal and hardware constraints, the best compromise is the global tone mapper introduced by Duan et al. [36]. This tone mapper is defined with the following equation:

$$D(I) = C \times (D_{max} - D_{min}) + D_{min}$$

with $C = \frac{\log(I + \tau) - \log(I_{min} + \tau)}{\log(I_{max} + \tau) - \log(I_{min} + \tau)}$

(14)

where $D$ is the displayable luminance and $I$ a radiance value of the HDR frame. $I_{min}$ and $I_{max}$ are the minimum and maximum luminance of the scene and $\tau$ is the overall brightness control of the tonemapped image.

The evaluation of this equation require to have a full HDR stored frame. However, as our hardware pipeline processes HDR imaging on the pixel stream, the terms $I_{min}$, $I_{max}$, $D_{min}$, $D_{max}$ are computed from the previous HDR frame. This choice can be easily justifiable because the vision system takes some time to adapt to the global brightness of the scene.

E. Dedicated embedded camera with FPGA

The complete hardware architecture of the smart camera is built around the e2v sensor and a Xilinx ML507 development board [40] (including a Virtex-5 FPGA). A daughter card hosting the e2v sensor has been specifically designed and is connected with the headers of the FPGA board (see Fig. 5). A DDRII SDRAM memory is used to store the HDR images. The DVI output of the FPGA board is connected to an external LCD monitor to display the HDR images.

V. CONCLUSION

In this paper, we present a complete hardware pipeline dedicated to HDR video that can fulfill drastic realtime constraints while satisfying image quality requirements.

After a detailed study of the conventional algorithms pipeline of HDR imaging, we proposed an innovative pipeline architecture, with its simplicity and high operating frequency. The key point of this new vision system is that it directly operates on the stream of pixels without storing multiple LDR frames. Secondly, we also propose a hardware vision system based on an intrinsically high dynamic range image sensor associated with a FPGA development board.

Development of the HDR pipeline is currently in a simulation phase and a first hardware implementation is underway. We are also planning to develop and benchmark other several state-of-the-art algorithms both for computing radiance maps, calibrating HDR images, and local/global tone mapping. Development of motion correction and alignment of images are also considered. To sum up, this work forms the basis of a powerful realtime architecture dedicated to HDR video.