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ABSTRACT

Visual saliency is an important research topic in computer
vision applications, which helps to focus on regions of in-
terest instead of processing the whole image. Detecting vi-
sual saliency in still images has been widely addressed in
literature. However, visual saliency detection in videos is
more complicated due to additional temporal information. A
spatio-temporal saliency map is usually obtained by the fu-
sion of a static saliency map and a dynamic saliency map.
The way both maps are fused plays a critical role in the ac-
curacy of the spatio-temporal saliency map. In this paper, we
evaluate the performances of different fusion techniques on
a large and diverse dataset and the results show that a fusion
method must be selected depending on the characteristics, in
terms of color and motion contrasts, of a sequence. Overall,
fusion techniques which take the best of each saliency map
(static and dynamic) in the final spatio-temporal map achieve
best results.

Index Terms— Spatio-temporal saliency, context infor-
mation, fusion, performance evaluation

1. INTRODUCTION

Visual saliency is a selective mechanism which drives our
attention and limits the processing of incoming informa-
tion. It has been applied to different application domains
including object detection [1], predicting human eye fix-
ations [2], segmentation [3], image/video compression [4],
video surveillance [5], image retargeting [6] and mobile robot
navigation [7].

According to psychological studies [8], visual attention
follows two basic principles: bottom-up and top-down fac-
tors. In bottom-up approach, saliency (or attention) is based
on center-surround contrast or rarity which suppresses fre-
quently occurring features. In top-down approach, attention
is based on context and high level factors of the images such
as human faces. There have been many theories and mod-
els of visual attention, the most influential being the feature
integration theory (FIT) of Treisman and Gelade [9] and the
guided search model of Wolfe [10]. In FIT the author claims
that simple features like color, intensity orientation, spatial

frequency and motion, are processed rapidly in parallel over
the entire visual field which is known as pre-attentive mode
and in the second stage objects are identified separately in the
attentive mode which requires focused of attention [9]. In the
guided search model, the goal is to explain and predict the re-
sults of visual search experiments. This model considers top-
down process along with bottom-up saliency to distinguish
the target from the distractors.

Many methods have been proposed for visual saliency de-
tection in images and videos over the past decade and a sur-
vey of state of the art methods can be found in [11]. How-
ever, most attention has been given to visual saliency detec-
tion in static images [3, 12, 13]. Almost all these methods
are based on the bottom-up approach and divergence analy-
sis, and they use low-level features such as color, intensity,
spatial frequency and orientation to detect salient regions in
an image [14].

To deal with video sequences, the temporal information
should be considered. Therefore, a static saliency map is often
computed for each frame of a sequence and combined with a
dynamic map to get the final spatio-temporal saliency map.
The accuracy of the saliency model depends on the quality
of both the static and dynamic saliency maps and also on the
fusion method.

Very few methods deal with videos. In [15] the spatio-
temporal saliency map is computed by discriminant center-
surround saliency with dynamic textures. [1] proposed a in-
formation theoretic saliency which is computed from spatio-
temporal volumes and fused by dynamic weight method.

In this paper, we focus mainly on the fusion step and eval-
uate the performances of nine different fusion techniques on
a large dataset of complex dynamic scenes. The paper is
organized as follows. In section 2, we describe the spatio-
temporal saliency computation approach. Section 3 summa-
rizes the different fusion techniques used for evaluation, and
experiments and results are illustrated in Section 4. Finally,
Section 5 gives concluding remarks.

2. SPATIO-TEMPORAL VISUAL SALIENCY

Most of the spatio-temporal saliency models are obtained by
the fusion of a static saliency map with a dynamic saliency



map. Both maps have to be estimated with accuracy in order
to get a correct spatio-temporal saliency map. The following
subsections briefly describe the method for static and dynamic
saliency estimation.

2.1. Static saliency

Many methods have been proposed in literature for visual
saliency detection in still images [3, 12, 13], and a review
of current approaches can be found in [11]. In our work, we
used a saliency detection method based on context informa-
tion [13] since this method was shown to perform best in a
recent evaluation [16].

The context-aware saliency detection method is based on
the distinctiveness of a region with respect to its local and
global surroundings [13]. The method follows four principles
of human visual attention such as low level considerations
(contrast and color), global considerations, visual organiza-
tion rules and high level factors. First, a local single-scale
saliency is computed for each pixel in the image. The dissim-
ilarity measure between a pair of patches is defined by:

d (pi, qk) =
dcolor (pi, qk)

1 + c.dposition (pi, qk)
, (1)

where dcolor(pi, qk) is the Euclidean distance between image
patches pi and qk of size 7× 7 centered at pixel i and pixel k
in CIELAB color space, and dposition(pi, qk) is the Euclidean
distance between the positions of patches pi and qk. c is a
constant scalar value set to c = 3 in our experiments (chang-
ing the value of c does not significantly affect the final result).
The single-scale saliency value of pixel i at scale r is then
defined as:

Sri = 1− e− 1
K

∑K
k=1 d(p

r
i ,q

r
k). (2)

In the second step, a pixel is considered salient if its K
most similar patches {qk}Kk=1 at different scales are signifi-
cantly different from it. The global saliency of a pixel i is
taken as the mean of its saliency at different scales.

The final step includes the immediate context of the
salient object. The visual contextual effect is simulated by
extracting the most attended localized areas at each scale. A
pixel i is considered as a focus of attention at scale r which is
normalized to the range [0, 1], if the dissimilarity measure of
Eq. 1 exceeds a given threshold (Sri > 0.8). Then, each pixel
which is outside of attended areas is weighted according to its
Euclidean distance to the closest focus of attention pixel. The
final saliency map which includes the context information is
computed as:

Ŝi =
1

M

∑
Sri (1− drfoci(i)), (3)

where M is the total number of scales and dfoci(i) is the Eu-
clidean positional distance between pixel i and the closest fo-
cus of attention pixel at scale r.

Frame Static map Dynamic map

Fig. 1. Examples of static and dynamic saliency detection.
From top to bottom row: Cyclists, Boats and Traffic se-
quences.

2.2. Dynamic saliency

Dynamic saliency is obtained based on the relative motion be-
tween successive frames. In order to consider only the motion
of objects in the scene, it is necessary to compensate for the
background or camera motion. This background motion is
computed using a 2D parametric affine motion estimation al-
gorithm developed in [17]. The algorithm provides dominant
motion compensation between two successive frames using a
robust multi-resolution estimation approach.

After compensation of the dominant motion, the local mo-
tion of objects which are present in the frame is estimated by
the polynomial expansion technique which accurately com-
putes the displacement field between two frames [18].

Finally, a temporal median filtering is applied to remove
noise. If a pixel has a high motion vector in one frame but
not in the previous ones then it is probably due to noise re-
sulting from the motion estimation algorithm. This temporal
median filter is applied on five successive estimated motion
vectors. After temporal median filtering, a normalization step
is applied and salient motion information is found which is
different from its surroundings.

Some examples of static and dynamic saliency maps ob-
tained by the contex-aware method described in Section 2.1
and the motion estimation technique described in Section 2.2
are shown in Fig. 1.

3. FUSION TECHNIQUES

In the bottom-up visual attention process, low-level features
are processed separately to produce feature maps, which are
then fused into a master saliency map that shows the most
salient regions among all feature maps spatially and tempo-
rally. The fusion step is an important component in bottom-
up spatio-temporal saliency modeling. Different fusion meth-



ods have been used by authors in literature and we briefly
described the most common ones below. In the following, the
static saliency map, the dynamic saliency map and the fused
spatio-temporal saliency map are referred to as MS , MD and
MF respectively.

Mean fusion [12]: this fusion method takes the pixel av-
erage of both static and dynamic saliency maps.

MF = (MS +MD)/2. (4)

Max fusion [2]: this is a winer takes all (WTA) strategy
in which the maximum value between the two saliency maps
is taken for each pixel.

MF = max(MS ,MD). (5)

Multiplication fusion [2]: a pixel by pixel multiplication
is done, corresponding to a logical AND.

MF =MS ×MD. (6)

Maximum skewness fusion [2]: this fusion technique
takes advantage of the characteristics of the static and the dy-
namic saliency maps. The static pathway is modulated by its
maximum value α. The dynamic saliency map is modulated
by its skewness value β. The reinforcement term γ gives more
importance to the areas that are salient both in a static and dy-
namic way.

MF = αMS + βMD + γ(MS ×MD), (7)

with α = max(MS), β= skewness(MD) and γ = αβ.

Binary thresholded fusion [6]: first, a binary mask MB

is generated by thresholding the static saliency map (the mean
value of MS is used as threshold). The binary mask is used to
exclude spatiotemporal inconsistent areas and to enhance the
robustness of the final saliency map when the global motion
parameters are not estimated properly.

MF = max(MS ,MD ∩MB). (8)

Motion priority fusion [19]: this fusion technique is
based on motion priority which states that a viewer might
pay more attention to the motion caused by a moving object
even when the static background is more attractive [19]. The
perception of moving objects saliency increases nonlinearly
with motion contrast and shows significant saturation and
threshold effects.

MF = (1− α)MS + αMD, (9)

with α = λe1−λ and λ = max(MD)−mean(MD).

Dynamic weight fusion [20]: in this fusion method, the
weights of the static and dynamic saliency maps are deter-
mined by the ratio between the means of both maps for each
frame.

MF = αMD + (1− α)MS , (10)

where α = mean(MD)/(mean(MS) +mean(MD)).
Information theory fusion [21]: this fusion technique is

based on information theory.

MF = αSI(MS)MS + αDI(MD)MD, (11)

where the weightsαS andαD are given byαi = max(Mi)I(Mi),
I(Mi) being the importance of the saliency map Mi.

Scale invariant fusion [22]: in this fusion technique, the
input images are analyzed at three different scales from 32×
32 to 128 × 128 to original image size. Three fused maps
are obtained which are finally combined linearly into the final
spatio-temporal saliency map.

MF =

3∑
l=1

wlM
l
F , (12)

where M l
F = αMS + (1− α)MD with α = 0.5 is the fused

map at scale l and the coefficients of the linear combination
are w1 = 0.1, w2 = 0.3 and w3 = 0.6.

4. EXPERIMENTS AND RESULTS

In this section, we evaluate the performances of different fu-
sion approaches described in Section 3 to compute spatio-
temporal saliency maps. For a quantitative evaluation, we
use a large dataset of complex dynamic scenes [15]. The
dataset contains twelve video sequences captured with dif-
ferent challenges such as dynamic background scenes with
moving trees, snow, smoke, fog, pedestrians, waves in the sea
and moving cameras.

For each sequence, a manual segmentation of the salient
objects is available for every frame and served as ground
truth. We can therefore evaluate the different fusion tech-
niques by generating Receiver Operating Characteristic
(ROC) curves and evaluating the Area Under ROC Curve
(AUC). For each fusion technique, the obtained spatio-
temporal saliency map is first normalized to the range [0, 1],
an then binarized using a varying threshold t ∈ [0, 1]. With
the binarized maps, we compute the true positive rate and
false positive rate with respect to the ground truth data.

Table 1 summarizes the results obtained with all se-
quences by the different fusion techniques. We observe
that the best performances are obtained by the Mean [12],
Scale Invariant [22], Max [2] and Dynamic Weight [20] fu-
sion methods respectively. In particular, the Mean fusion
technique achieves an average AUC value of 0.9325 for all
twelve sequences. Those fusion methods take the best of each
saliency map (static and dynamic) in the final spatio-temporal
map: the static saliency value is given more importance if it is
higher at a given position and vice-versa. On the contrary, the
Motion Priority [19] and the Multiplication [2] fusion tech-
niques give the least performances. In particular, the Motion
Priority method gives an average AUC value of 0.7943 for



Sequence Mean Max AND

Birds 0.9713 0.9794 0.9023

Boats 0.9891 0.9745 0.9867

Cyclists 0.9628 0.9497 0.8862

Chopper 0.9784 0.9847 0.6891

Freeway 0.7128 0.6633 0.7023

Peds 0.9608 0.9435 0.8984

Jump 0.9395 0.9314 0.8949

Ocean 0.8273 0.7465 0.8108

Surfers 0.9453 0.9782 0.7993

Skiing 0.9678 0.9784 0.5195

Landing 0.9701 0.9524 0.9718

Traffic 0.9645 0.9566 0.8860

Avg AUC value 0.9325 0.9199 0.8289

MSF BTF DWF MPF ITF SIF Avg AUC

0.9563 0.9852 0.9669 0.7639 0.9097 0.9245 0.9288

0.9881 0.9695 0.9827 0.9808 0.9889 0.9829 0.9826
0.9418 0.9533 0.9602 0.8394 0.9248 0.9498 0.9298

0.6956 0.9852 0.9850 0.6791 0.9628 0.9711 0.8812

0.7614 0.5087 0.5456 0.7581 0.6218 0.7452 0.6688
0.9380 0.9441 0.9512 0.8852 0.9400 0.9558 0.9352

0.9212 0.9459 0.9479 0.8535 0.8804 0.9197 0.9149

0.8126 0.7535 0.7810 0.8032 0.8063 0.8412 0.7980

0.9208 0.9844 0.9545 0.6251 0.9334 0.8757 0.8907

0.6491 0.9807 0.9796 0.4905 0.9394 0.9365 0.8268

0.9703 0.9521 0.9579 0.9047 0.9353 0.9720 0.9541

0.9540 0.8736 0.9615 0.9477 0.9640 0.9593 0.9408

0.8758 0.9030 0.9145 0.7943 0.9006 0.9200

Table 1. Fusion techniques evaluation results. Mean (Mean fusion), Max (Max fusion), AND (Multiplication fusion), MSF
(Maximum skewness fusion), BTF (Binary thresholded fusion), DWF (Dynamic weight fusion), MPF (Motion priority), ITF
(Information theory fusion), SIF (Scale invariant fusion).

Fig. 2. Example of salient region segmentation with the Ski-
ing sequence. From left to right: input frame; detection with
Binary Threshold and with Motion Priority fusion techniques.
Red box indicates ground truth and green box indicates the
detected salient region.

all sequences, which is 17% less than the value obtained by
the Mean fusion technique. This can be explained by the fact
that this fusion approach gives more importance to motion
information. Therefore, when the motion contrast is not es-
timated properly, the final saliency map is not accurate. This
problem can be observed with the Skiing sequence for which
the Binary Threshold and the Motion Priority fusion methods
achieve AUC values of 0.9807 and 0.4905 respectively. The
salient object segmentation results for those two fusion meth-
ods are shown in Fig. 2. As can be seen, for this sequence
with low motion contrast Motion Priority fusion method fails
to localize the target due to the incorrect estimation of the
dynamic saliency map. The red box shows the ground truth
location of the salient object while the green bow is the output
of the estimated spatio-temporal saliency detection method.

Analyzing the sequences individually, we see that the
best and least performances are obtained with the Boats and
Freeway sequences, respectively, with average AUC values
of 0.9826 and 0.6688 for all fusion techniques. The Boats
sequence shows good color and motion contrasts, so both
static and dynamic maps are estimated correctly (as shown
in Fig. 1). As a consequence, all fusion techniques perform

well. On the other hand, the color contrast of the Freeway
sequence is very limited. So fusion methods such as Binary
Threshold (BTF) and Dynamic Weight which give high im-
portance to the static map perform poorly, with AUC values
of 0.5087 and 0.5456 respectively. For instance, in the BTF
technique, the mean value of the static map is used to gener-
ated a binary mask which is then combined with the dynamic
map. It is clear that if the static map is not accurate, the final
spatio-temporal saliency map will be inaccurate as well.

5. CONCLUSION

In this paper a performance evaluation of fusion techniques
for spatio-temporal saliency detection in dynamic scenes is
presented. The nine fusion techniques are evaluated on a large
dataset of twelve complex dynamic scenes. The results show
the consistency of fusion approaches that base decision on the
scene’s characteristics as the final spatio-temporal saliency
map takes the best of each individual saliency map (static and
dynamic). This include Mean, Scale Invariant, Max and Dy-
namic Weights fusion methods. On the other hand, fusion
techniques which are based on a strong a priori such as Mo-
tion Priority fusion achieve good results only when the under-
lying assumption is satisfied. Thus, they performances vary
depending on the sequence.

It is clear that the accuracy of a spatio-temporal saliency
map depends on the quality of both static and dynamic maps,
which are based on the scene’s contents. Therefore, it would
be useful to derive the weights (fusion technique) based on
the images contents. We are currently investigating in this
direction.
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