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ABSTRACT

We propose a methodology inspired by Gestalt laws to extract and combine features and we test it on the object category recognition problem. Gestalt is a psycho-visual theory of Perceptual Organization that aims to explain how visual information is organized by our brain. We interpreted its laws of homogeneity and continuation in link with shape and color to devise new features beyond the classical proximity and similarity laws. The shape of the object is analyzed based on its skeleton (good continuation) and as a measure of homogeneity, we propose self-similarity enclosed within shape computed at super-pixel level. Furthermore, we propose a framework to combine these features in different ways and we test it on Caltech 101 database. The results are good and show that such an approach improves objectively the efficiency in the task of object category recognition.

Index Terms— Region Self-Similarity, object category recognition, Gestalt, Semantic Grouping

1. INTRODUCTION

The Gestalt is a psycho-visual theory that was proposed in 1935 by Max Wertheimer, Wolfgang Kohler and Kurt Koffka in order to explain human visual perception through a series of mechanisms known as Gestalt Laws [1]. According to the gestaltists, visual perception obeys to some kind of perceptual organization from which the whole of a scene is not exactly the sum of its parts. Therefore, the scene and its parts play both important roles for a complete semantic understanding scenario. Hence, we believe that it is a kind of combination of these perceptual stimuli, from lower to higher levels of computation, that gives us ability to identify and categorize objects in the world. This motivates the current work which aims at a computational interpretation of the Gestalt Theory of Perceptual Organization laws, namely proximity, similarity, continuity of direction, closure or convexity, symmetry and appearance homogeneity.

However, the practical use of the Gestalt Laws is very challenging due to its higher level of subjectivity and the lack of a formal computational and/or mathematical representation. This fact has motivated researchers to provide models and test them in real-world applications.

Therefore, our main contribution is to derive a new model inline with the gestalt laws of perception and from which the input stimuli are organized in three semantic levels: inner, intermediate and global levels. We aim to represent the inner parts as well as the global appearance of the object as a combination of features and techniques from computer vision field. The features we propose are focused on the object itself (detected region) and in properties associated to its shape as well as the colors distribution within it. Regarding feature extraction and combination, our approach differs from others by providing: i) additional perceptual cues instead of only line segments, ii) utilization of line segments as a results of a skeletonization process, iii) feature representation is based on histograms as well as on their original vectors, iv) combining shape and appearance through the colors distribution and self similarity and v) application of two types of classification methods, based on AdaBoostM2 and through comparison of histograms using distance metric (Quadratic-Chi - QC).

The remainder of the paper is organized as follows: Section 2 describes in detail our method. Section 3 presents some results and Section 4 draws the conclusions and opportunities for future work.

2. PROPOSED METHODOLOGY

The global methodology we followed could be summarized in the following three steps: i) extract visual features based on the Gestalt laws, ii) combine and analyze the different features according to their physical and semantic meaning and iii) design different classifiers for object category recognition.

Regarding the skeletonization process we opt to use the technique introduced by Shen et al.[2]. And for the color distribution analysis, we segment the object internally using su-
per pixels based on SLIC (Simple Linear Iterative Clustering) technique developed by [3]. This solution is compliant with the Gestalt laws of similarity and proximity and gave us the possibility of exploring the inner parts of the objects.

Table 1 illustrates our approach and how we relate this work with the laws stated by the Gestalt Theory of Perceptual Organization.

| Table 1. Our interpretation of the Gestalt Laws |
|-----|-----|----------------------------------|
| Levels | Descriptors | Gestalt Laws |
| Global | Shape metrics | Proximity, similarity, continuity of direction |
| Global | Curvature analysis | Proximity, similarity, continuity of direction, closure |
| Local to Global | Self-similarity | Proximity, similarity, symmetry and color homogeneity |
| Local to Global | Shape decomposition | Proximity, similarity, continuity of direction |
| Local | Shape transform | Proximity, similarity |
| Local | Color-Location Transformation | Proximity, similarity and color homogeneity |

2.1. Capturing the inner/local appearance

Our approach combine features build on skeleton, color distribution and shape analyses. Regarding the local appearance of the object, we used two types of descriptors: based on shape transform and based on Color-Location transformation.

2.1.1. Descriptors based on shape transform

The descriptors based on shape transform utilize Fourier features constructed from the coordinates \((x_k, y_k)\) defining the object boundary. Let \((x_k, y_k), k = 0, 1, ..., N - 1\) be the coordinates of \(N\) samples on the object boundary. For each pair \((x_k, y_k)\) we define the complex variable as follows:

\[
u_k = x_k + j y_k\]

For the \(N\) \(u_k\) points we obtain the DFT (Discrete Fourier Transform) \(f_l\):

\[
f_l = \sum_{k=0}^{N-1} u_k \exp(-j \frac{2\pi}{N} l k), l = 0, 1, ..., N - 1\]

2.1.2. Local Color distribution

This descriptor is based based on local color distribution and is calculated upon a transformation between (RGB) coordinates belonging to a superpixel and their relative spatial coordinates. If we can extract a feature inside each superpixel by relating its color coordinates with its relative spatial coordinates, the resulting feature must hold information about spatial distribution of colors in an invariant way. The invariance comes from the properties of the covariance of spatial coordinates when an affine transformation is applied to their corresponding color coordinates [4]. Moreover, since we used for each superpixel not the absolute spatial coordinates but the relative ones (considering the center as the origin), these relative coordinates are invariant to scale and orientation.

Considering that each position \((x, y)\) in the superpixel region is also represented by a color triplet \((R,G,B)\), it must exist a transformation from which we can map the relative coordinates of a pixel to the color and vice-versa. From this we can define the following equation:

\[
Position_{(x,y)} = Color_{(R,G,B)} T_1
\]

where \(T_1\) is the transformation which maps \(Color\) to \(Position\) of pixels within a superpixel structure. \(T_1\) can be calculated by means of least square solution and pseudo inverse approximation. After that, we apply \(T_1\) to \(Color\) in order to obtain:

\[
Position_{(x,y)} = T_1 Color_{(R,G,B)}
\]

Then, we compute a second transformation as follows:

\[
Position_{(x,y)} = Position_{(x,y)} T_2
\]

We can approximate the result of the previous equation by applying again least-square. Finally, we end up with \(T_2\) which holds the information about color distribution regarding its spatial location. \(T_2\) is a 2x2 matrix and we use this values to create our descriptor. Therefore, for \(N_b\) superpixels we get 2 X Nb features.

2.2. Capturing the global appearance

For extracting information about the global appearance of the object, we used two types of descriptors: based on shape measurements and on curvature information.

2.2.1. Descriptors based on shape measurements

In this category one can include the classical shape analysis metrics such as: area, perimeter, eccentricity, solidity, irregularity, major and minor axis, centroid, elongation, circularity, etc.

2.2.2. Descriptors based on curvature information

Regarding the curvature, we use two descriptors. The first one is based on the chain code proposed by Freeman [5] which could be interpreted as compliant with the Gestalt law of proximity. In our implementation we used the 8-neighbor
connectivity model. We also guarantee invariance to the choice of the starting point and to rotation. The second curvature descriptor is constructed also from the chain code result (without applying the first difference). The chain code is grouped according to features that quantify the concave and convex external angles between adjacent edges at the corners of the polygon that is formed by the line segments when the boundary curve is scanned in the clockwise sense. We used the patterns for concave and convex features suggested in [6]. Fig. 1 gives an illustration of some shape measurements.

2.3. From local to global appearance

We also provide two feature descriptors that aim to capture the object characteristics in an intermediate level of semantics that we called ”local-to-global” stage. From this, we used the following descriptors: based on shape decomposition and on self-similarity.

2.3.1. Descriptors based on shape decomposition

The shape decomposition descriptor is based on the object skeleton. From the skeleton, we perform shape decomposition by detecting its end points and junctions (T, L and X junctions) and afterward by separating the skeleton in line segments. These lines segments are, thus, used to build features using histograms of the relative lengths and the angles between line segments like in [7]. However, we use only the segments resulted from the skeleton structure which holds itself physical meaning about the object formation. Such a process is illustrated in Fig. 2.

2.3.2. Self-similarity

Our intuition regarding self-similarity is that the object contains internal similar structures which contribute to define its overall appearance. Therefore, we devised a more compact self-similarity descriptor based on the work of Irani et al. [8]. In our self-similarity descriptor we used superpixels to obtain a nearly homogenous set of regions. For each region we compute the similarity against the others. The result of the computation is a self-similarity surface which is represented by a symmetric matrix of size \( N \times N \) where \( N \) is the total number of superpixels. The resulting distance surface is, thus, calculated with Sum of Squared Differences (SSD) as follows:

\[
SSD_q(x, y) = \sum (SP_k(x, y) - SP_l(x, y))^2
\]

Where \( SP_k(x, y) \) is a pixel inside the superpixel region taken as reference and \( SP_l(x, y) \) is a pixel on other superpixel region taken for comparison. Our self-similarity metric compares each pixel inside a superpixel with the equivalent pixel in other superpixel. This approach suggests that the comparison between superpixels obeys to some well defined spatial arrangement. However, in reality we cannot guarantee that. Therefore, to overcome this problem we calculate the self-similarity for those pixels that can be compared in terms of their sizes. This means to say that we first check for the similarity in size and then proceed with the SSD computation. After some experiments, we realized that two superpixels could be considered similar in size if the total number of pixels of the smallest one is at least 70% of the total number of pixels on the other. In doing so, we pre-selected the superpixels which could effectively participate in the comparison.

Another problem to solve regarding self-similarity implementation involves the comparison itself: how to compare superpixels in different shapes, sizes and location. In order to do so, we defined three squared regions with the size of the biggest superpixel participating in the comparison. Each one of these regions will store the color values (red, green and blue) of the pixels inside the region. Then, we copy each equivalent pixel in the superpixel region to its correspondent channel in sequential order, meaning that the first pixel is copied to the first position in the squared region and so on. At the end, we have the two superpixels represented by squared regions with the same size. The unfilled areas in the three squared regions have its values defined by pixel symmetry technique. Our symmetry technique comes from the idea that superpixels tend to spread the same pattern along the region. Therefore, if we resize the superpixels or arrange them in a squared window, in order to complete the unfilled areas we could just repeat its same pattern. In order to fulfill the uncompleted areas, we repeated the color pattern of the adjacent regions. That way, we are not only totally compliant to the idea of proximity and similarity, but we also introduced a new approach of symmetry based on the inner pattern of a superpixel region.

Finally, the result of the SSD metric is, thus, normalized and transformed into a descriptor vector which represents the self-similarity for the entire object. The following equation describes the normalization step:
\begin{equation}
SSD_q(x, y)_{\text{norm}} = \exp\left(-\frac{SSD_q(x, y)}{\max(SSD_q(x, y))}\right) \tag{7}
\end{equation}

The self-similarity vector generated for different images can have different sizes since it depends on the total number of superpixels. Therefore, we provided two representations for this descriptor, the original and other one based on histogram. The histogram vector is applied in AdaBoost classifier while the original is used in the classifier based on the distance metric. This way, we can test the efficiency of self-similarity descriptor by using two different approaches. Fig. 3 gives an illustration of our self-similarity method.

![Fig. 3. Self-Similarity](image)

### 3. EXPERIMENTS AND RESULTS

In order to evaluate the features and the method we propose, we developed a framework that receives images and their corresponding annotations files as inputs and generates the names of the object classes. As data, we used Caltech 101 [9] because it is considered as one of the challenging databases with large interclass similarities and intraclass variations but also because of the availability of the ground truth and annotations.

The combination of features as well as the type of classifier considered in our testing phase are summarized in Fig. 4.

In a general way our approach is comparable to other methods. We obtained a total mean recognition rate per class of 41% considering 15 classes without any change on parameter. This score is better than the recent methods we compared with (Table 2).

![Fig. 4. Feature combination and classifiers](image)

<table>
<thead>
<tr>
<th>Table 2. Classification rates for Caltech 101</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>Our method</td>
</tr>
<tr>
<td>Holub et al. (2007)</td>
</tr>
<tr>
<td>Serre et al. (2005)</td>
</tr>
<tr>
<td>Fei-Fei et al. (2007)</td>
</tr>
<tr>
<td>SSD Baseline</td>
</tr>
</tbody>
</table>

One can notice that our method performs better than Fei. Fei et al. [10], SSD Baseline, Serra et al. [11] and Holub et al. [12]. Our method obtains quite similar results to those reported in [7]. However, regarding the results presented by these authors, we would like to mention that we did not get the scores claimed by the authors when we implemented ourselves their solution. The scores we obtained are much lower than those of the article when we keep the same thresholds for all classes. This may suggest that the authors are using different thresholds for each class which is like having a customized and well defined solution for every problem. In our case, we propose a unique and unparameterized solution for the general problem of object categorization.

The classes which performed better in our solution are motorbikes (89%), inline skate (85%) and rooster (81%). The classes showing poor performance are anchor (12%) and schooner (14%).

### 4. CONCLUSION

The main concern of this work was to extract visual information, combine them in lower and higher level semantic groups and test their efficiency for the purpose of object categorization. The results have shown that our method is effective and presented new ways of exploring object categorization by combining shape and appearance based on color distribution.

The most important finding in our investigation is associated to the perceptual meaning of the self-similarity descriptor. Our outcomes showed that not only our self-similarity method captures the topology of the objects, but translates perfectly the concept of symmetry among the object’s parts.

Therefore, for future work we aim to improve our self-similarity method to include spatial context information so that we can represent the object according to its most salient parts. Other aspect to be explored is to consider complementary features associated to the skeleton structure and a more detailed investigation on different types of classifiers.
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