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Abstract—Visual saliency is an attention mechanism which helps to focus on regions of interest instead of processing the whole image or video data. Detecting salient objects in still images has been widely addressed in literature with several formulations and methods. However, visual saliency detection in videos has attracted little attention, although motion information is an important aspect of visual perception. A common approach for obtaining a spatio-temporal saliency map is to combine a static saliency map and a dynamic saliency map. In this paper, we extend a recent saliency detection approach based on principal component analysis (PCA) which have shown good results when applied to static images. In particular, we explore different strategies to include temporal information into the PCA-based approach. The proposed models have been evaluated on a publicly available dataset which contain several videos of dynamic scenes with complex background, and the results show that processing the spatio-temporal data with multilinear PCA achieves competitive results against state-of-the-art methods.

I. INTRODUCTION

Visual saliency is an attention mechanism which helps focusing on regions of interest rather than processing the whole visual data. It is a useful concept for humans in their daily life and it holds an important place in computer vision applications such as object detection [1], image segmentation [2], robots navigation and localization [3], object tracking [4], image re-targeting [5] and image/video compression [6].

Visual attention is generally processed in two approaches which are bottom-up and top-down. Bottom-up attention is a stimulus driven approach derived solely from the conspicuousness of regions in a visual scene. Top-down attention approaches are goal driven and refer to voluntary allocation of attention to certain features, objects or regions in space [7]. Bottom-up approach is more thoroughly investigated than top-down attention approach because the data-driven stimuli are easier to control than cognitive factors such as knowledge and expectations [8].

While saliency detection is a widely studied problem, most of the existing techniques are limited to the analysis of static images, and these approaches cannot be directly extended to the analysis of videos sequences. In the following, we briefly introduce some of the spatio-temporal saliency detection methods described in literature. A recent survey of state-of-the-art methods can be found in [9].

A common approach for obtaining a spatio-temporal saliency map is to combine a static saliency map with a dynamic saliency map. For example, Marat et al. [10] proposed a saliency detection method which combines a static saliency map computed using color features, and a dynamic saliency map obtained from optical flow features. Chang et al. [11] proposed a spatio-temporal saliency model based on information theory. They used the self-information of local patches as a measure of saliency both in the spatial and temporal domain, and fused the two maps to get the final spatio-temporal saliency map. Kim et al. [11] presented a salient region detection method based on a center-surround hypothesis. They used edge and color orientations to compute the spatial saliency, and used temporal gradients to compute the dynamic map which is fused with the spatial one. Zhou et al. [12] proposed a dynamic saliency model based on the fact that the displacement of the foreground and the background can be represented by the phase change of the Fourier spectra, and the motion of background objects can be extracted by phase discrepancy in an efficient way. In [13], Seo and Milanfar proposed a space-time saliency detection method which is based on a bottom-up framework and uses local regression kernels as local features. A similar method is developed in [14], where the video patches are modeled using dynamic textures and saliency is computed based on discriminant center-surround. Mancas et al. [15] proposed a bottom-up saliency method based on global rarity quantification. The model is based on a multi-scale approach using features extracted from optical flow, and the final saliency map gives the rarity of the statistics of a given video volume at several scales. In [16], the authors proposed a method combining color features for static saliency computation, and texture features for dynamic saliency. The final spatio-temporal saliency map is obtained by fusion of both static and dynamic maps.

Many of these methods are based of the fusion on a static and a dynamic saliency map, often computed separately. However, as shown in [17], the fusion method must be carefully designed to obtain a good final spatio-temporal saliency map. Several fusion methods are evaluated in [17]. One main issue with the fusion approach is the fact that the spatial and temporal information are decorrelated during computation. Therefore, the strong spatio-temporal correlation between the regions of consecutive frames of a sequence is not taken into account. In this paper, we propose a method that explicitly consider a sequence of images as a 3D, space-time volume. Our approach is based on the static saliency detection method of Margolin et al. [18] which used PCA to compute the distinctiveness of local patches in a fast fashion. We extend their idea to compute spatio-temporal saliency in dynamic scenes. To this end, we explore different strategies to include temporal information into the PCA-based formulation, and finally adopt a multilinear PCA (MPCA) approach which computes 3D local patches saliency both in space and time. Experimental results on a public dataset show that the MPCA-based approach achieves competitive results when compared
with other proposed methods based on fusion of a static map with a dynamic map.

The rest of the paper is organized as follows. In Section II, we first briefly describe the PCA-based static saliency detection method. Then, in Section III, we describe the extension of this approach for spatio-temporal saliency detection. In particular, we discuss different strategies for considering spatial and temporal information jointly. Section IV, shows performance evaluation of our method and comparison with other approaches. Finally, Section V gives concluding remarks.

II. PCA-BASED SALIENCY DETECTION IN STATIC IMAGES

This section gives a brief description of the PCA-based method of Margolin et al. [18], which forms the basis of our approach. The key idea of this algorithm is to compare an image patch not only to its \( k \)-nearest neighbours, as done in many previous approaches, but to all other images patches. However, to avoid the computation burden of a comparison with all image patches, PCA is used to represent the patches and compute their distinctness. Another benefit of using PCA is that it reveals the internal statistics of the patches distribution within the image.

More specifically, given an image \( I \), we first extract all local patches \( p_x \) centered at pixel \( x = (x, y) \), in the image. The local patch \( p_x \) is represented as a vector of size \( d = W \times H \), where \( W \times H \) is the size of the patch. By putting together all local patches from \( I \), we form a matrix \( X_I = [p_1, ..., p_M] \), \( M \) being the number of patches. In the next step of the algorithm, we apply PCA to \( X_I \) and represent each local patch by its projection onto the principal axes \( \tilde{p}_k \), \( k = 1, ..., K \). As can be seen in Fig. 1, a final refinement of the saliency map is achieved by adding an organization prior defined by a Gaussian placed at the center of the image.

Despite its simplicity, this PCA-based algorithm works remarkably well for static saliency detection, while being very fast. The reader is referred to [18] for further details.

Figure 1 shows some pattern saliency maps produced by the PCA-based approach. As can be seen, the method detects the salient object in the static image of the first row. However, in the case of the image shown in second row, the method fails to highlight the salient objects which are the two cyclists. This is because this image is from a video sequence, and the motion information is key to identifying the cyclists as salient objects in the scene. It is therefore important to consider temporal information within this PCA-based framework when working with video sequences. The next section deals with this issue.

Fig. 1. Examples of saliency maps obtained with the PCA-based approach [18].

Fig. 2. Extracting pixels intensities along temporal axis.

III. PCA-BASED SPATIO-TEMPORAL SALIENCY DETECTION

In this section, we extend the PCA-based method for spatio-temporal saliency in dynamic scenes. In particular, we explore different strategies to include temporal information into the framework in order to select the best way of computing saliency both in space and time. The different representation are presented in the following sub-sections.

A. PCA-based saliency along temporal axis

One first idea to extend the PCA-based method for processing a video sequence, is to adopt a two-step saliency detection approach, i.e. to compute a static and a dynamic saliency maps for each frame, and then fuse both maps [17]. The static saliency map \( S_s \) is computed as described in Section II by considering local patches centered at each pixel location in the image. For dynamic map computation, we consider a set of \( N \) consecutive frames, and extract for each pixel location \( x \) the set of its intensity values in the \( N \) frames: \( p(x) = \{I_t(x, y), ..., I_N(x, y)\} \) as shown in Fig. 2. All vectors \( p(x) \in \mathbb{R}^N \) are put as columns of a data matrix \( X \), and we compute a saliency map \( S_t \) following the approach described in Section II. The final spatio-temporal saliency map is obtained by fusion of \( S_t \) and \( S_s \) as \( S = \alpha S_t + (1-\alpha)S_s \), where \( \alpha = \frac{S_d}{S_d + S_s} \), and \( S_d \) is the mean value of \( S_t \).

B. PCA-based saliency with 3D local patches

The second option consists in computing a spatio-temporal saliency map by considering local 3D patches, or local 3D sub-
predicted 3D sub-volume as a tensor

\[ Y \in \mathbb{R}^{W \times H \times N} \]

from this natural tensor representation.

The main idea of MPCA is to project the tensor \( \mathcal{X} \) onto a lower dimensional tensor \( \mathcal{Y} \in \mathbb{R}^{W' \times H' \times N'} \) as:

\[ \mathcal{Y} = \mathcal{X} \times_1 U^{(1)} \times_2 U^{(2)} \times_3 U^{(3)}, \]

where \( U^{(1)} \in \mathbb{R}^{W' \times W} \) is a projection matrix along the first mode of the tensor, and similarly for \( U^{(2)} \) and \( U^{(3)} \times_n \) is the \( n \)-mode projection.

Therefore, MPCA uses three projections, one for each of the three modes. Also, since \( W' < W, H' < H \) and \( N' < N \), the tensor dimensions are reduced from \( W \times H \times N \) to \( W' \times H' \times N' \). The projection matrices are obtained iteratively using an alternating projection method [19], where each iteration involves 3 modewise eigen-decompositions.

Finally, the saliency values of each pixel \( x \) is computed, in a similar manner as in [18], as the \( L_1 \) norm of the coordinates of \( \mathcal{Y} \) along all three modes:

\[ P(x) = \sum_{x} \sum_{y} \sum_{t} |\mathcal{Y}(x, y, t)|. \]  

D. Implementation details and parameters

There are two main parameters to set in the basic PCA-based method [18]. One is the dimension \( K \) of the linear subspace, which is given by the number of principal components. In all experiments, we set \( K \) such as at least 95% of the data variance is preserved. Specifically, we set \( K \) such that \( \sum_{i=1}^{K} \lambda_i / \sum_{i=1}^{N} \lambda_i \geq 0.95 \), the \( \lambda_i \)'s being the eigenvalues of the covariance matrix sorted in descending order. The second parameter is the size \( W' \times H' \) of the local patches. In Section IV, we try different values and select the best one.

When we extend the PCA-based method to consider temporal information, an additional parameter is the size of the temporal window, i.e. the number \( N \) of consecutive frames to consider. This parameter is empirically set by trying several values in Section IV.

For the MPCA approach, the main parameter is a threshold value \( Q \) for determining the tensor subspace dimensions \( \{W' \times H' \times N'\} \). Specifically, the first \( P_n \) eigenvectors are kept in the \( n \)-mode so that the same amount of variances is kept in each mode: \( Q^{(0)} = Q^{(1)} = Q^{(2)} = Q \), where \( Q^{(n)} \) is the ratio of variance kept in the \( n \)-mode. As in the PCA-based method, we set \( Q = 0.95 \).

IV. EXPERIMENTS AND RESULTS

This section describes the experiments conducted to evaluate the performances of the proposed spatio-temporal saliency detection method. In particular, we evaluate the performance of the method in locating salient foreground objects in complex dynamic scenes using a publicly available dataset. We also compare the proposed multilinear PCA based method with other methods proposed in literature.

A. Dataset and evaluation metric

To evaluate the different spatio-temporal saliency models, we use a publicly available complex video scenes datasets: the SVCL dataset [14]. The dataset contains a variety of natural videos which are composed of dynamic entities such as waving trees, crowd, moving water, waves, and snow. The detection of salient foreground objects against these dynamic backgrounds is very challenging. The SVCL dataset also includes manually segmented objects for each frame which served as ground truth volumes, extracted in a set of \( N \) consecutive frames. More specifically, each local patch of size \( W \times H \) centered at pixel location \( x \), in each frame, is represented as a column vector in \( \mathbb{R}^{WH} \), and we concatenate the vectors from all \( N \) frames to form a final representation \( \mathbf{x} \in \mathbb{R}^{NWH} \) as shown in Fig. 3. The representation includes both spatial and temporal information, and the saliency map is obtained applying PCA as described in Section II.

C. Using MPCA for spatio-temporal saliency detection

The previous approach, Section III-B, uses both spatial and temporal information at the same time. However, the vector representation of the data removes the strong spatio-temporal correlation that exists between consecutive frames in a sequence. Therefore, as a third option, we propose to use a multilinear PCA method (MPCA) that extends classical PCA to multidimensional data [19]. MPCA is a multilinear subspace learning method that represents multidimensional data as tensors rather than vectors [20]. MPCA, thus, preserves the structure of the data, in our case the 3D space-time structure of the video sequence, and extracts features directly from this natural tensor representation.

For each pixel location \( x = (x, y) \), we extract a 3D spatio-temporal neighbourhood and represent it as a third-order tensor. Following the notations in [19], we represent each local 3D sub-volume as a tensor \( \mathcal{X} \in \mathbb{R}^{W \times H \times N} \), where \( W \times H \) is the spatial size of the patch and \( N \) is the temporal dimension as shown in Fig. 4.

The main idea of MPCA is to project the tensor \( \mathcal{X} \) onto a lower dimensional tensor \( \mathcal{Y} \in \mathbb{R}^{W' \times H' \times N'} \) as:

\[ \mathcal{Y} = \mathcal{X} \times_1 U^{(1)} \times_2 U^{(2)} \times_3 U^{(3)}, \]

where \( U^{(1)} \in \mathbb{R}^{W \times W'} \) is a projection matrix along the first mode of the tensor, and similarly for \( U^{(2)} \) and \( U^{(3)} \times_n \) is the \( n \)-mode projection.
data, thus allowing us to perform a quantitative analysis of the method’s performance.

The performances are evaluated using Receiver Operating Characterististics (ROC) curves and evaluating the Area Under Curve (AUC). A saliency map obtained from a method is first normalized to the range $[0,1]$ and is binarized using varying thresholds $t \in [0,1]$. Then, we compute the True Positive Rate (TPR) and False Positive Rate (FPR) using these binarized maps, and generate a ROC curve. The AUC value measures the similarity of the detected saliency map with the ground truth.

### B. Parameters setting

As mentioned in Section III-D, there are two parameters that need to be set in the proposed saliency detection method. The first one is the spatial size of the local patches extracted in each frame of a sequence; $W \times H$. In the experiments, we use square patches of size $W \times W$ and try the following values: $\{5,7,9,11,13,15,17,19,21\}$.

We use all sequences in the dataset, and for each sequence we apply the PCA-based method of Section II to each frame individually. Then we compute the mean AUC value over the entire dataset. Figure 5 shows the variation of the mean AUC value, computed over all sequences in the dataset, for varying spatial window sizes. As we can see, the AUC value increases with the window size until it stabilizes around $W=15$. We use this value in the rest of our experiments for the spatial window size.

The second important parameter is the size of the temporal window, i.e. the number of consecutive frames, $N$, to use for including temporal information. We set the spatial window size to $W=15$ according the previous results, and try different values for $N$: $\{5,7,9,11,13\}$, using the PCA-based saliency method with 3D local patches as described in Section III-B. The results shown in Table I suggest that $N=7$ is a good tradeoff between accuracy and computation time. Larger values of $N$ do not lead to a significant increase in the mean AUC values. Therefore, we adopt the value $N=7$ for the rest of our experiments.

### C. Methods comparison

We now compare the different proposed strategies for extending the PCA-based approach of Margolin et al. [18] in the temporal domain. The three strategies are described in Section III-A, III-B and III-C respectively, and we refer to them as follows:

- **Fusion**: computing a static and a dynamic saliency maps for each frame, and fusing both maps to get the final spatio-temporal saliency map.
- **Vectorized**: computing a spatio-temporal saliency map by extracting local 3D patches and representing them as vectors (Fig. 3).
- **MPCA**: computing a spatio-temporal saliency map using the full 3D tensor representation of the data and applying a multilinear PCA method.

Table II summarizes the results obtained with the different strategies, along with the results obtained with the original PCA method [18] applied to each frame individually. We can clearly observe that extracting 3D local patches leads to a significantly improvement of the performance. In particular the Vectorized method achieves an average AUC value of 0.8440 while the MPCA method achieves an average AUC of 0.9041. On the other hand, the Fusion approach achieves low performance with an average AUC of 0.7440, which is lower than applying the PCA method to each frame individually. This can be explained by the fact that extracting pixels intensities along the temporal axis, as shown in Fig 2, does not provide enough context information for saliency detection. On the contrary, extracting 3D sub-volumes provides both spatial and temporal context, which leads to better performance. Moreover, using a tensor representation rather than vector representation significantly improves the results. This is because, the tensor representation preserves the structure of the data, the 3D space-time structure of the video sequence, whereas the vectorized approach does not exploit this spatio-temporal correlation.

Finally, we compare our MPCA based method with four state-of-the art methods: a method that fuses optical flow and color features (OF) [17], the self-resemblance method (SF) [21], the phase discrepancy based saliency detection method (PD) [12], and a method that uses LBP features extended to temporal domain (LBP) [16].

The results obtained with all sequences by the different saliency detection methods are shown in Table III. We can observe that the MPCA based method achieves competitive results with an average AUC value of 0.9041 for all twelve sequences. It achieves similar results than the optical flow based...
## Methodology

The proposed MPCA approach differs from existing methods in that it uses a tensor representation that preserves the structure of the data, rather than a vector representation that removes spatio-temporal correlation in the data. Comparison with other state-of-the-art methods shows that the proposed MPCA approach achieves competitive results.

A possible extension of this work could be the integration of depth cues into the spatio-temporal saliency model. The current availability of RGB-D sensors makes this possible and we will investigate in this direction in the future.
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