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Abstract
We have already constructed solutions to the Kadomtsev-Petviashvili equation (KPI) in terms of Fredholm determinants and wronskians of order $2N$. These solutions have been called solutions of order $N$ and they depend on $2N - 1$ parameters. We construct here $N$-order rational solutions. We prove that they can be written as a quotient of 2 polynomials of degree $2N(N + 1)$ in $x$, $y$ and $t$ depending on $2N - 2$ parameters. We explicitly construct the expressions of the rational solutions of order 4 depending on 6 real parameters and we study the patterns of their modulus in the plane $(x, y)$ and their evolution according to time and parameters $a_1, a_2, a_3, b_1, b_2, b_3$.

PACS numbers :
33Q55, 37K10, 47.10A-, 47.35.Fg, 47.54.Bd

1 Introduction
We consider the Kadomtsev-Petviashvili equation (KP) which can be written in the form

$$ (4u_t - 6uu_x + u_{xxx})_x - 3u_{yy} = 0, $$

(1)
subscripts $x$, $y$ and $t$ denoting partial derivatives. 
Kadomtsev and Petviashvili [1] first proposed that equation in 1970. That equation is considered as a model, for example, for surface and internal water waves [2], and in nonlinear optics [3]. In 1974 Dryuma showed how the KP equation could be written in Lax form [4]. The inverse scattering transform (IST) for the KPI equation is due to Manakov [5].
The first rational solutions were found in 1977 by Manakov, Zakharov, Bordag and Matveev [6].
From the end of the seventies, a lot of methods have been carried out to solve that equation. Dubrovin constructed for the first time in 1981 [7] the solutions to KPI given in terms of Riemann theta functions in the frame of algebraic geometry.
Various researches were conducted and more general rational solutions of the KPI equation were obtained. We can mention the following studies of Krichever in 1978 [8, 9], Satsuma and Ablowitz in 1979 [10], Matveev in 1979 [11], Freeman and Nimmo in 1983 [12, 13], Pelinovsky and Stepanyants in 1993 [14], Pelinovsky in 1994 [15], Ablowitz and Villarroel [16, 17] in 1997-1999, Biondini and Kodama [18, 19, 20] in 2003-2007.
In particular in 1999, the inverse scattering method has been applied by Prinari to obtain solutions to the KPI and KPII equations [21].

In the following, we recall the results of the author about the representations of solutions to the KPI equation. We have expressed the solutions in terms of Fredholm determinants of order $2N$ depending on $2N - 1$ parameters. We have also given another representation in terms of wronskians of order $2N$ with $2N - 1$ parameters. These representations allow to obtain an infinite hierarchy of solutions to the KPI equation, depending on $2N - 1$ real parameters.
We have used these results to build rational solutions to the KPI equation, making a parameter to 0 tend to 0.
Here we construct rational solutions of order $N$ depending on $2N - 2$ parameters without the presence of a limit. That gives a new method to build rational solutions.
We prove that these families depending on $2N - 2$ parameters for the $N$-th order can be written as a ratio of two polynomials of $x$, $y$ and $t$ of degree $2N(N + 1)$. That provides an effective method to build an infinite hierarchy of rational solutions of order $N$ depending on $2N - 2$ real parameters. We present here only the explicit rational solutions of order 4, depending on 6 real parameters, and the representations of their modulus in the plane of the coordinates $(x, y)$ according to the real parameters $a_1, b_1, a_2, b_2, a_3, b_3$ and time $t$. 

2
2 Rational solutions to KPI equation of order $N$ depending on $2N - 2$ parameters

2.1 Families of rational solutions of order $N$ depending on $2N - 2$ parameters

We need to define some notations. First one defines real numbers $\lambda_j$ such that $-1 < \lambda_\nu < 1, \nu = 1, \ldots, 2N$ depending on a parameter $\epsilon$ which will be intended to tend towards $0$; they can be written as

$$\lambda_j = 1 - 2\epsilon^2 j^2, \quad \lambda_{N+j} = -\lambda_j, \quad 1 \leq j \leq N,$$

(2)

The terms $\kappa_\nu, \delta_\nu, \gamma_\nu, \tau_\nu$ and $x_{r,\nu}$ are functions of $\lambda_\nu, 1 \leq \nu \leq 2N$; they are defined by the formulas:

$$\kappa_j = 2 \sqrt{1 - \lambda_j^2}, \quad \delta_j = \kappa_j \lambda_j, \quad \gamma_j = \sqrt{\frac{1 - \lambda_j^2}{1 + \lambda_j^2}},$$

$$x_{r,j} = (r - 1) \log \frac{\gamma_r - i \gamma_j}{\gamma_j + i \gamma_r}, \quad r = 1, 3, \quad \tau_j = -12i\lambda_j^2 \sqrt{1 - \lambda_j^2 - 4i(1 - \lambda_j^2) \sqrt{1 - \lambda_j^2}},$$

(3)

$$\kappa_{N+j} = \kappa_j, \quad \delta_{N+j} = -\delta_j, \quad \gamma_{N+j} = \gamma_j^{-1},$$

$$x_{r,N+j} = -x_{r,j}, \quad \tau_{N+j} = \tau_j \quad j = 1, \ldots, N.$$

$\epsilon_\nu, 1 \leq \nu \leq 2N$ are defined in the following way:

$$\epsilon_j = 2i \left( \sum_{k=1}^{1/2M-1} a_k (je)^{2k+1} - i \sum_{k=1}^{1/2M-1} b_k (je)^{2k+1} \right),$$

$$\epsilon_{N+j} = 2i \left( \sum_{k=1}^{1/2M-1} a_k (je)^{2k+1} + i \sum_{k=1}^{1/2M-1} b_k (je)^{2k+1} \right), \quad 1 \leq j \leq N,$$

(4)

$$a_k, b_k \in \mathbb{R}, \quad 1 \leq k \leq N - 1.$$

$\epsilon_\nu, 1 \leq \nu \leq 2N$ are real numbers defined by:

$$\epsilon_j = 1, \quad \epsilon_{N+j} = 0 \quad 1 \leq j \leq N.$$

(5)

Let $I$ be the unit matrix and $D_r = (d_{jk})_{1 \leq j,k \leq 2N}$ the matrix defined by:

$$d_{\nu\mu} = (-1)^\nu \prod_{\eta \neq \mu} \left( \frac{\gamma_\eta + \gamma_\nu}{\gamma_\eta - \gamma_\mu} \right) \exp(i\kappa_\nu x - 2\delta_\nu y + \tau_\nu t + x_{r,\nu} + \epsilon_\nu).$$

(6)

Then we recall the following result\footnote{The proof of this result has been given by the author [50, 53]}:

**Theorem 2.1** The function $v$ defined by

$$v(x,y,t) = -2 \left| \frac{n(x,y,t)}{d(x,y,t)} \right|^2$$

(7)

where

$$n(x,y,t) = \det(I + D_3(x,y,t)).$$

(8)
\[ d(x, y, t) = \det(I + D_1(x, y, t)), \]  

(9)

and \( D_r = (d_{jk})_{1 \leq j, k \leq 2N} \) the matrix

\[ d_{\nu\mu} = (-1)^r \prod_{\eta \neq \mu} \left( \frac{\gamma_{\eta} + \gamma_{\nu}}{\gamma_{\eta} - \gamma_{\mu}} \right) \exp(i\kappa_{\nu}x - 2\delta_{\nu}y + \tau_{\nu}t + x_{r,\nu} + e_{\nu}). \]  

(10)

is a solution to the KPI equation (1), dependent on \( 2N - 1 \) parameters \( a_k, b_k, 1 \leq k \leq N - 1 \) and \( \epsilon \).

We recall a second result on the solutions to KPI equation obtained recently by the author in terms of wronskians. We need to define the following notations:

\[ \varphi_{r,\nu} = \sin \Theta_{r,\nu}, \quad 1 \leq \nu \leq N, \quad \varphi_{r,\nu} = \cos \Theta_{r,\nu}, \quad N + 1 \leq \nu \leq 2N, \quad r = 1, 3, \]  

(11)

with the arguments

\[ \Theta_{r,\nu} = \frac{\kappa_{\nu}x}{2} + i\delta_{\nu}y - i\xi_{\nu} - i\frac{\tau_{\nu}}{2}t + \gamma_{\nu}w - i\frac{e_{\nu}}{2}, \quad 1 \leq \nu \leq 2N. \]  

(12)

We denote \( W_r(w) \) the wronskian of the functions \( \phi_{r,1}, \ldots, \phi_{r,2N} \) defined by

\[ W_r(w) = \det[(\partial_w^{-1} \phi_{r,\nu})_{\nu, \mu \in [1, \ldots, 2N]}]. \]  

(13)

We consider the matrix \( D_r = (d_{\nu\mu})_{\nu, \mu \in [1, \ldots, 2N]} \) defined in (10). Then we have the following statement\(^2\)

**Theorem 2.2** The function \( v \) defined by

\[ v(x, y, t) = -2 \frac{|W_3(\phi_{3,1}, \ldots, \phi_{3,2N})(0)|^2}{|W_1(\phi_{1,1}, \ldots, \phi_{1,2N})(0)|^2} \]

is a solution to the KPI equation depending on \( 2N - 1 \) real parameters \( a_k, b_k, 1 \leq k \leq N - 1 \) and \( \epsilon \), with \( \phi_r^{(0)} \) defined by

\[ \phi_{r,\nu}(w) = \sin(\frac{\kappa_{\nu}x}{2} + i\delta_{\nu}y - i\xi_{\nu} - i\frac{\tau_{\nu}}{2}t + \gamma_{\nu}w - i\frac{e_{\nu}}{2}), \quad 1 \leq \nu \leq N, \]

\[ \phi_{r,\nu}(w) = \cos(\frac{\kappa_{\nu}x}{2} + i\delta_{\nu}y - i\xi_{\nu} - i\frac{\tau_{\nu}}{2}t + \gamma_{\nu}w - i\frac{e_{\nu}}{2}), \quad N + 1 \leq \nu \leq 2N, \quad r = 1, 3, \]

\( \kappa_{\nu}, \delta_{\nu}, x_{r,\nu}, \gamma_{\nu}, e_{\nu} \) being defined in (3), (2) and (4).

From those two preceding results, we construct rational solutions to the KPI equation as a quotient of two determinants.

We use the following notations:

\[ X_{\nu} = \frac{\kappa_{\nu}x}{2} + i\delta_{\nu}y - i\xi_{3,\nu} - i\frac{\tau_{\nu}}{2}t - i\frac{e_{\nu}}{2}. \]

\(^2\)The proof of this result has been given [50, 53].
\[ Y_{\nu} = \frac{\kappa_{\nu} x}{2} + i \delta_{\nu} y - \frac{ix_{1,\nu}}{2} - \frac{\tau_{\nu} t}{2} - \frac{ie_{\nu}}{2}, \]

for \( 1 \leq \nu \leq 2N \), with \( \kappa_{\nu}, \delta_{\nu}, x_{r,\nu} \) defined in (3) and parameters \( e_{\nu} \) defined by (4).

We define the following expansions:

\[ \varphi_{4j+1,j,k} = \gamma_k^{4j-1} \sin X_k, \quad \varphi_{4j+2,j,k} = \gamma_k^{4j} \cos X_k, \quad \varphi_{4j+3,j,k} = -\gamma_k^{4j+1} \sin X_k, \quad \varphi_{4j+4,j,k} = -\gamma_k^{4j+2} \cos X_k, \tag{14} \]

for \( 1 \leq k \leq N \), and

\[ \varphi_{4j+1,j,N+k} = \gamma_k^{2N-4j-2} \cos X_{N+k}, \quad \varphi_{4j+2,j,N+k} = -\gamma_k^{2N-4j-3} \sin X_{N+k}, \quad \varphi_{4j+3,j,N+k} = -\gamma_k^{2N-4j-4} \cos X_{N+k}, \quad \varphi_{4j+4,j,N+k} = \gamma_k^{2N-4j-5} \sin X_{N+k}, \tag{15} \]

for \( 1 \leq k \leq N \).

We define the functions \( \psi_{j,k} \) for \( 1 \leq j \leq 2N, 1 \leq k \leq 2N \) in the same way, the term \( X_k \) is only replaced by \( Y_k \):

\[ \psi_{4j+1,j,k} = \gamma_k^{4j-1} \sin Y_k, \quad \psi_{4j+2,j,k} = \gamma_k^{4j} \cos Y_k, \quad \psi_{4j+3,j,k} = -\gamma_k^{4j+1} \sin Y_k, \quad \psi_{4j+4,j,k} = -\gamma_k^{4j+2} \cos Y_k, \tag{16} \]

for \( 1 \leq k \leq N \), and

\[ \psi_{4j+1,j,N+k} = \gamma_k^{2N-4j-2} \cos Y_{N+k}, \quad \psi_{4j+2,j,N+k} = -\gamma_k^{2N-4j-3} \sin Y_{N+k}, \quad \psi_{4j+3,j,N+k} = -\gamma_k^{2N-4j-4} \cos Y_{N+k}, \quad \psi_{4j+4,j,N+k} = \gamma_k^{2N-4j-5} \sin Y_{N+k}, \tag{17} \]

for \( 1 \leq k \leq N \).

The following ratio

\[ q(x,t) := \frac{W_3(0)}{W_1(0)} \]

can be written as

\[ q(x,t) = \frac{\Delta_3}{\Delta_1} = \frac{\det(\varphi_{j,k})_{j,k \in [1,2N]}}{\det(\psi_{j,k})_{j,k \in [1,2N]}}. \tag{18} \]

The terms \( \lambda_j \) depending on \( \epsilon \) are defined by \( \lambda_j = 1 - 2j \epsilon^2 \). All the functions \( \varphi_{j,k} \) and \( \psi_{j,k} \) and their derivatives depend on \( \epsilon \). They can all be prolonged by continuity when \( \epsilon = 0 \).

We use the following expansions

\[ \varphi_{j,k}(x,y,t,\epsilon) = \sum_{l=0}^{N-1} \frac{1}{(2l)!} \varphi_{j,l}[\epsilon] k^{2l} \epsilon^{2l} + O(\epsilon^{2N}), \quad \varphi_{j,l}[\epsilon] = \frac{\partial^{2l} \varphi_{j,1}}{\partial \epsilon^{2l}} (x,y,t,0), \]

\[ \varphi_{j,1}[0] = \varphi_{j,1}(x,y,t,0), \quad 1 \leq j \leq 2N, \quad 1 \leq k \leq N, \quad 1 \leq l \leq N - 1, \]

\[ \varphi_{j,N+k}(x,y,t,\epsilon) = \sum_{l=0}^{N-1} \frac{1}{(2l)!} \varphi_{j,N+l}[\epsilon] k^{2l} \epsilon^{2l} + O(\epsilon^{2N}), \quad \varphi_{j,N+1}[\epsilon] = \frac{\partial^{2l} \varphi_{j,N+1}}{\partial \epsilon^{2l}} (x,y,t,0), \]

\[ \varphi_{j,N+1}[0] = \varphi_{j,N+1}(x,y,t,0), \quad 1 \leq j \leq 2N, \quad 1 \leq k \leq N, \quad 1 \leq l \leq N - 1, \]
Remark 2.1 In general solutions of KPI have the form $\psi_{j,k}$.

$$\psi_{j,k}(x, y, t, \epsilon) = \sum_{l=0}^{N-1} \frac{1}{(2l)!} \psi_{j,1}[l] \epsilon^{2l} + O(\epsilon^{2N}), \quad \psi_{j,1}[l] = \frac{\partial^{2l} \psi_{j,1}}{\partial \epsilon^{2l}}(x, y, t, 0),$$

$$\psi_{j,1}[0] = \psi_{j,1}(x, y, t, 0), \quad 1 \leq j \leq 2N, \quad 1 \leq k \leq N, \quad 1 \leq l \leq N - 1,$$

$$\psi_{j,N+k}(x, t, \epsilon) = \sum_{l=0}^{N-1} \frac{1}{(2l)!} \psi_{j,N+k}[l] \epsilon^{2l} + O(\epsilon^{2N}), \quad \psi_{j,N+k}[l] = \frac{\partial^{2l} \psi_{j,N+k}}{\partial \epsilon^{2l}}(x, y, t, 0),$$

$$\psi_{j,N+k}[0] = \psi_{j,N+k}(x, t, 0), \quad 1 \leq j \leq 2N, \quad 1 \leq k \leq N, \quad N + 1 \leq k \leq 2N..$$

Then we get the following result:

**Theorem 2.3** The function $v$ defined by

$$v(x, y, t) = -2 \frac{|\det((n_{jk})_{j,k \in [1, 2N]})|^2}{\det((d_{jk})_{j,k \in [1, 2N]})^2} \quad (19)$$

is a rational solution to the KPI equation (1).

$$(4u_t - 6uu_x + u_{xxx})_x - 3u_{yy} = 0,$$

where

$$n_{j1} = \varphi_{j,1}(x, y, t, 0), \quad 1 \leq j \leq 2N \quad n_{jk} = \frac{\partial^{2k-2} \varphi_{j,1}}{\partial \epsilon^{2k-2}}(x, y, t, 0),$$

$$n_{jN+k} = \varphi_{j,N+k}(x, y, t, 0), \quad 1 \leq j \leq 2N \quad n_{jN+k} = \frac{\partial^{2k-2} \varphi_{j,N+k}}{\partial \epsilon^{2k-2}}(x, y, t, 0),$$

$$d_{j1} = \psi_{j,1}(x, y, t, 0), \quad 1 \leq j \leq 2N \quad d_{jk} = \frac{\partial^{2k-2} \psi_{j,1}}{\partial \epsilon^{2k-2}}(x, y, t, 0),$$

$$d_{jN+k} = \psi_{j,N+k}(x, y, t, 0), \quad 1 \leq j \leq 2N \quad d_{jN+k} = \frac{\partial^{2k-2} \psi_{j,N+k}}{\partial \epsilon^{2k-2}}(x, y, t, 0),$$

$$2 \leq k \leq N, \quad 1 \leq j \leq 2N \quad (20)$$

The functions $\varphi$ and $\psi$ are defined in (14), (15), (16), (17).

**Remark 2.1** In general solutions of KPI have the form

$$u(X, Y, T) = -2 \frac{\partial^2}{\partial X^2} \ln F(X, Y, T) \quad (21)$$

for some function $F(X, Y, T)$, due to the formulation of solutions through the inverse scattering method.

It is clear that the formulation given in this article is different from those given by (21). If it were the case, then necessarily, $F$ should be of degree 20 in $X$, and an elementary calculation proves that the expression of $u$ would be the quotient of a polynomial of degree 38 in $X$ on a polynomial of degree 40 in $X$ in the case of order 4 of the article, which is not the case.
Proof: In each column $k$ (and $N+k$) of the determinants appearing in $q(x,t)$, we successively eliminate the powers of $\epsilon$ strictly inferior to $2(k-1)$; then each common term in the numerator and denominator is factorized and simplified; in the end, we take the limit when $\epsilon$ goes to 0.

First, the components $j$ of the columns 1 and $N+1$ are respectively equal by definition to $\varphi_{j1}[0] + 0(\epsilon)$ for $C_1$, $\varphi_{jN+1}[0] + 0(\epsilon)$ for $C_{N+1}$ of $\Delta_3$, and $\psi_{j1}[0] + 0(\epsilon)$ for $C'_1$, $\psi_{jN+1}[0] + 0(\epsilon)$ for $C'_{N+1}$ of $\Delta_1$.

At the first step of the reduction, we replace the columns $C_k$ by $C_k - C_1$ and $C_{N+k}$ by $C_{N+k} - C_{N+1}$ for $2 \leq k \leq N$, for $\Delta_3$: the same changes for $\Delta_1$ are made. Each component $j$ of the column $C_k$ of $\Delta_3$ can be rewritten as $\sum_{l=1}^{N-1} \frac{1}{(2l)!} \varphi_{j1}[l](k^{2l}-1)\epsilon^{2l}$ and the column $C_{N+k}$ replaced by $\sum_{l=1}^{N-1} \frac{1}{(2l)!} \varphi_{j,N+1}[l](k^{2l}-1)\epsilon^{2l}$ for $2 \leq k \leq N$. For $\Delta_1$, we make the same reductions, each component $j$ of the column $C'_k$ can be rewritten as $\sum_{l=1}^{N-1} \frac{1}{(2l)!} \psi_{j1}[l](k^{2l}-1)\epsilon^{2l}$ and the column $C'_{N+k}$ replaced by $\sum_{l=1}^{N-1} \frac{1}{(2l)!} \psi_{j,N+1}[l](k^{2l}-1)\epsilon^{2l}$ for $2 \leq k \leq N$.

The term $\frac{k^{2l}-1}{2}\epsilon^{2l}$ for $2 \leq k \leq N$ can be factorized in $\Delta_3$ and $\Delta_1$ in each column $k$ and $N+k$, and so those common terms can be simplified in the numerator and denominator.

If we restrict the developments at order 1 in columns 2 and $N+2$, we respectively get $\varphi_{j1}[1] + 0(\epsilon)$ for the component $j$ of $C_2$, $\varphi_{j,N+1}[1] + 0(\epsilon)$ for the component $j$ of $C_{N+2}$ of $\Delta_3$, and $\psi_{j1}[1] + 0(\epsilon)$ for the component $j$ of $C'_2$, $\psi_{j,N+1}[1] + 0(\epsilon)$ for the component $j$ of $C'_{N+2}$ of $\Delta_1$. We can continue this algorithm up to the columns $C_N$, $C'_{2N}$ of $\Delta_3$ and $C'_N$, $C''_{2N}$ of $\Delta_1$.

Then we take the limit when $\epsilon$ tends to 0, and $q(x,y,t)$ can be replaced by $Q(x,y,t)$ defined by:

$$ Q(x,y,t) := \begin{vmatrix} \varphi_{1,1}[0] & \ldots & \varphi_{1,1}[N-1] & \varphi_{1,N+1}[0] & \ldots & \varphi_{1,N+1}[N-1] \\ \varphi_{2,1}[0] & \ldots & \varphi_{2,1}[N-1] & \varphi_{2,N+1}[0] & \ldots & \varphi_{2,N+1}[N-1] \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ \varphi_{2N,1}[0] & \ldots & \varphi_{2N,1}[N-1] & \varphi_{2N,N+1}[0] & \ldots & \varphi_{2N,N+1}[N-1] \end{vmatrix}^2 $$

Then we take the limit when $\epsilon$ tends to 0, and $q(x,y,t)$ can be replaced by $Q(x,y,t)$ defined by:

$$ Q(x,y,t) := \begin{vmatrix} \varphi_{1,1}[0] & \ldots & \varphi_{1,1}[N-1] & \varphi_{1,N+1}[0] & \ldots & \varphi_{1,N+1}[N-1] \\ \varphi_{2,1}[0] & \ldots & \varphi_{2,1}[N-1] & \varphi_{2,N+1}[0] & \ldots & \varphi_{2,N+1}[N-1] \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ \varphi_{2N,1}[0] & \ldots & \varphi_{2N,1}[N-1] & \varphi_{2N,N+1}[0] & \ldots & \varphi_{2N,N+1}[N-1] \end{vmatrix}^2 $$

So the solution to the KPI equation takes the form:

$$ v(x,y,t) = -2Q(x,y,t) $$

and we get the result. □
2.2 The structure of the families of rational solutions of order \( N \) depending on \( 2N - 2 \) parameters

Here, we give a theorem which states, in this representation, the structure of the rational solutions to the KPI equation. In this section we use the notations defined in the previous sections. The functions \( \varphi \) and \( \psi \) are defined in (14), (15), (16), (17).

\textbf{Theorem 2.4} The function \( v \) defined by

\[
v(x, y, t) = -2 \frac{\left| \det((n_{jk})_{j,k \in [1,2N]}) \right|^2}{\det((d_{jk})_{j,k \in [1,2N]})^2}\]

is a rational solution to the KPI equation (1) quotient of two polynomials \( n(x, y, t) \) and \( d(x, y, t) \) depending on \( 2N - 2 \) real parameters \( a_j \) and \( b_j \), \( 1 \leq j \leq N - 1 \). \( n \) and \( d \) are polynomials of degrees \( 2N(N + 1) \) in \( x, y \) and \( t \). The terms \( n_{jk} \) and \( d_{jk} \) are defined by (20) and the functions \( \varphi \) and \( \psi \) are defined in (14), (15), (16), (17).

\textbf{Proof:} From the previous result (22), we have to analyze the functions \( \varphi_{k,1}, \psi_{k,1} \) and \( \varphi_{k,N+1}, \psi_{k,N+1} \). The functions \( \varphi_{k,j} \) and \( \psi_{k,j} \) differ only by the term of the argument \( x_{3,k} \), so only the study of functions \( \varphi_{k,j} \) will be carried out. Then we study functions \( \psi_{k,j} \) and it can be easily deduced from the analysis of \( \varphi_{k,j} \).

We study the expansions of those functions in \( \epsilon \). We denote \( (l_{kj})_{k,j \in [1,2N]} \) the matrix defined by

\[
l_{kj} = \frac{\partial^{2j-2}}{\partial x^{2j-2}} \varphi_{k,1}, \quad l_{k,j+N} = \frac{\partial^{2j-2}}{\partial x^{2j-2}} \varphi_{k,1+N}, \quad 1 \leq j \leq N, \quad 1 \leq k \leq 2N,\]

meaning \( \varphi \). Each coefficient of the matrix \( (l_{kj})_{k,j \in [1,2N]} \) must be evaluated, the power of \( x, y \) and \( t \) in the coefficient of \( \epsilon^{2(m-1)} \) for the column \( m \in [1,2N] \). We remark that with those notations, the matrix \( (l_{kj})_{k,j \in [1,2N]} \) evaluated in \( \epsilon = 0 \) is exactly \( (n_{kj})_{k,j \in [1,2N]} \) defined in (20). There are four cases to study depending on the parity of \( k \).

1. Case \( l_{k1} \) for \( k \) odd, \( k = 2s + 1 \).

\[
l_{k1} = (-1)^s \sin(2\epsilon(1-\epsilon^2)^{\frac{1}{2}}x + 4i\epsilon(1-\epsilon^2)^{\frac{1}{2}}(1-2\epsilon^2)y - (12\epsilon(1-\epsilon^2)^{\frac{1}{2}}(1-2\epsilon^2)^2 + 16\epsilon^3(1-\epsilon^2)^{\frac{3}{2}})t)
- i \ln \frac{1 + i\epsilon(1-\epsilon^2)^{\frac{1}{2}} - e^1}{1 - i\epsilon(1-\epsilon^2)^{\frac{1}{2}} - e^1} \times \epsilon^{k-2}(1-\epsilon^2)^{-\frac{k+2}{2}}
= (-1)^s \sin \epsilon \sum_{l=0}^{P} c_{2l} \epsilon^{2l} x + 2t \sum_{l=0}^{P} c_{2l} \epsilon^{2l}(1-2\epsilon^2)y + \sum_{l=0}^{P} h_{2l} \epsilon^{2l} t + 2 \sum_{l=0}^{P} (-1)^l \epsilon^{2l} \frac{(1-\epsilon^2)^{-\frac{2l+1}{2}}}{(2l+1)}
- \sum_{l=1}^{N-1} a_l \epsilon^{2l} + i \sum_{l=1}^{N-1} b_l \epsilon^{2l} + O(\epsilon^{r+1}) \times \epsilon^{k-2}(\sum_{l=1}^{r} g_{2l} \epsilon^{2l} + O(\epsilon^{r+1}))
\]
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where $Q$ we get the following result $y$ and $m$.

For the column $l$ terms in $l = (−1)^{l+1}x_{1/2}y_{1/2}+h_{2l}t+O(e^{p+1})e^{2l}t^2O(e^{r+1})$.

$$= \sum_{l=0}^{q} \frac{(-1)^{l+1}e^{2l}}{(2l+1)!} \left( \sum_{n=0}^{P} (c_{2n}x+d_{2n}y+h_{2n}t+f_{2n}+O(e^{p+1}))e^{2n}t^{2l+1} + \sum_{l=1}^{r} g_{2l}e^{2l} + O(e^{r+1}) \right)$$

$$= \sum_{l=0}^{q} \frac{(-1)^{l+1}e^{2l}}{(2l+1)!} \left( \sum_{n=0}^{P} P_n(x, y, t)e^{2n}t^{2l+1} + \sum_{l=1}^{r} g_{2l}e^{2l} + O(e^{r+1}) \right)$$

where $P_n(x, y, t)$ is a polynomial of order 1 in $x, y$ and $t$.

Terms in $\epsilon^0$ are obtained for $l = 0$ in the two summations with $\alpha_0 = 1$.

For the column $m$, we search the terms in $\epsilon^{2m-2}$ with the maximal power in $x$, $y$ and $t$. It is obtained for $2l + k - 1 = 2m - 2$, which gives $l = m - s - 1$.

We get the following result

**Proposition 2.1**

$$\deg(n_{2s+1, m}) = 2(m - s) - 1 \text{ for } s \leq m - 1, \quad n_{2s+1, m} = 0 \text{ for } s \geq m. \quad (24)$$

2. Case $l_k$ for $k$ even, $k = 2s$.

$$l_{k1} = (-1)^{s+1} \cos(e(1-e^2)^{1/2}x+4ie(1-e^2)^{1/2}(1-2e^2)y-(12e(1-e^2)^{1/2}(1-2e^2)^2+16e^3(1-e^2)^{3/2})t$$

$$-1 \ln \frac{1+i(e(1-e^2)^{1/2})}{1-i(e(1-e^2)^{1/2})} - e_1) \times e^{k-2}(1-e^2)^{-k/2}$$

$$= (-1)^{s+1} \cos(e \sum_{l=0}^{p} c_{2l}e^{2l}t+2l \sum_{l=0}^{p} c_{2l}e^{2l}(1-2e^2)y+\sum_{l=0}^{p} h_{2l}e^{2l}t^2+2l \sum_{l=0}^{p} (-1)^{l}e^{2l}(1-e^2)^{2l+1}$$

$$- \sum_{l=1}^{N-1} \hat{a}_{l}e^{2l}+i \sum_{l=1}^{N-1} \tilde{b}_{l}e^{2l} + O(e^{p+1})) \times e^{k-2}(\sum_{l=1}^{r} g_{2l}e^{2l} + O(e^{r+1}))$$

$$= (-1)^{s+1} \cos(e \sum_{l=0}^{p} (c_{2l}x+d_{2l}y+h_{2l}t+f_{2l}+O(e^{p+1}))+e^{2l}) \times e^{k-2}(\sum_{l=1}^{r} g_{2l}e^{2l} + O(e^{r+1}))$$

$$= \sum_{l=0}^{q} \frac{(-1)^{l+1}e^{2l}}{(2l+1)!} \left( \sum_{n=0}^{P} (c_{2n}x+d_{2n}y+h_{2n}t+f_{2n}+O(e^{p+1}))e^{2n}t^{2l+1} + \sum_{l=1}^{r} g_{2l}e^{2l} + O(e^{r+1}) \right)$$
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where \( P_n(x,y,t) \) is a polynomial of order 1 in \( x, y \) and \( t \).

\[
l_{k,1} = \sum_{l=0}^{q} \sum_{\alpha_0 + \ldots + \alpha_p = 2l} \frac{(-1)^{l+s+1}2^l}{(2l)!} (\sum_{n=0}^{p} P_n(x,y,t)\epsilon^{2n})2^l \times \epsilon^{2s-2} \sum_{l=1}^{r} g_{2l}\epsilon^{2l} + O(\epsilon^l)
\]

where \( l_{k,1} = \sum_{l=0}^{q} \sum_{\alpha_0 + \ldots + \alpha_p = 2l} \beta_{\alpha_0,\ldots,\alpha_p} P_0(x,y,t)^{\alpha_0} \ldots P_p(x,y,t)^{\alpha_p} \epsilon^{2(\alpha_1+2\alpha_2+\ldots+p\alpha_p)} \times \epsilon^{2s-2} \sum_{l=1}^{r} g_{2l}\epsilon^{2l} + O(\epsilon^l), \)

3. Case \( l_{k,\frac{m}{2}+1} \) for \( k \) odd, \( k = 2s+1 \).

\[
l_{k,\frac{m}{2}+1} = (-1)^s \cos(2\epsilon(1-\epsilon^2)^\frac{1}{2} x-4i\epsilon(1-\epsilon^2)^\frac{1}{2} (1-2\epsilon^2)y+i \ln \frac{1+\epsilon(1-\epsilon^2)^{-\frac{1}{2}}}{1-\epsilon(1-\epsilon^2)^{-\frac{1}{2}}} - \epsilon^{M-1} + 1
\]

\[
= (-1)^s \cos \epsilon \sum_{l=0}^{p} c_{2l}\epsilon^{2l} x - 2i \sum_{l=0}^{p} c_{2l}\epsilon^{2l} (1-\epsilon^2) y + \sum_{l=0}^{p} h_{2l}\epsilon^{2l} t - 2 \sum_{l=0}^{p} (-1)^l \epsilon^{2l} (1-\epsilon^2)^{-\frac{2l+1}{2}} \frac{2l+1}{(2l+1)}
\]

\[
= (-1)^s \cos \epsilon \sum_{l=0}^{p} (c_{2l}x+d_{2l}y+h_{2l}t+f_{2l})\epsilon^{2l} + O(\epsilon^{p+1}) \times \epsilon^{M-k-1} \sum_{l=1}^{r} g_{2l}\epsilon^{2l} + O(\epsilon^{r+1})
\]

\[
= (-1)^s \cos \epsilon \sum_{l=0}^{p} (c_{2n}x+d_{2n}y+h_{2n}t+f_{2n}+O(\epsilon^{p+1}))\epsilon^{2n} \times \epsilon^{M-k-1} \sum_{l=1}^{r} g_{2l}\epsilon^{2l} + O(\epsilon^{r+1})
\]

where \( P_n(x,y,t) \) is a polynomial of order 1 in \( x \) and \( t \).
\[ \ldots P_p(x, y, t)^{\alpha_p} \epsilon^{2(\alpha_1 + 2\alpha_2 + p\alpha_p)} \times \epsilon^{M-2s-2} \sum_{l=1}^{r} g_{2l} \epsilon^{2l} + O(\epsilon^l) \]

\[ = \sum_{l=0}^{q} \epsilon^{2l} \sum_{\alpha_0 + \ldots + \alpha_p = 2l} Q_{\alpha_0, \ldots, \alpha_p}(x, y, t) \epsilon^{2(\alpha_1 + 2\alpha_2 + p\alpha_p)} \times \epsilon^{M-2s-2} \sum_{l=1}^{r} g_{2l} \epsilon^{2l} + O(\epsilon^l), \]

where \( Q_{\alpha_0, \ldots, \alpha_p}(x, y, t) \) is a polynomial of order \( 2l \) in \( x, y \), and \( t \).

The terms in \( \epsilon^0 \) (column \( M \) + 1) are obtained for \( l = 0 \) in the two summations with \( \alpha_0 = 1 \).

For the column \( M + m \), we search the terms in \( \epsilon^{2m-2} \) with the maximal power in \( x \) and \( t \). It is obtained for \( 2l + 2(N - s - 1) = 2m - 2 \), which gives \( l = m + s - N \). So we obtain the following result

**Proposition 2.3**

\[ \deg(n_{2s+1, m + \frac{M}{2}}) = 2m + 2s - M \text{ for } s \geq \frac{M}{2} - m, \quad n_{2s+1, m} = 0 \text{ for } s < \frac{M}{2} - m. \quad (26) \]

4. Case \( l_{k, 1 + \frac{M}{2}} \) for \( k \) even, \( k = 2s \).

\[ l_{k+1, \frac{M}{2}} = (-1)^s \sin(2\epsilon(1 - \epsilon^2) \frac{1}{2} x - 4\epsilon(1 - \epsilon^2) \frac{1}{2} (1 - 2\epsilon^2) y + i \ln \left( \frac{1 + i\epsilon(1 - \epsilon^2)^{-\frac{1}{2}}}{1 - i\epsilon(1 - \epsilon^2)^{-\frac{1}{2}}} \right) - \epsilon^{M+1} \]

\[ = (-1)^s \sin \epsilon \left( \sum_{l=0}^{p} c_{2l} \epsilon^{2l} x - 2t \sum_{l=0}^{p} c_{2l} \epsilon^{2l} (1 - 2\epsilon^2) y + \sum_{l=0}^{p} h_{2l} t - 2 \sum_{l=0}^{p} (1) \epsilon^{2l} (1 - \epsilon^2)^{-\frac{M-k-1}{2}} \right) \]

\[ \cdot \left( \sum_{l=1}^{N-1} \tilde{a}_l \epsilon^{2l} + i \sum_{l=1}^{N-1} \tilde{b}_l \epsilon^{2l} + O(\epsilon^{p+1}) \right) \times \epsilon^{M-k-1} \left( \sum_{l=1}^{r} g_{2l} \epsilon^{2l} + O(\epsilon^{r+1}) \right) \]

\[ = (-1)^s \sin \epsilon \left( \sum_{l=0}^{p} (c_{2l} x + d_{2l} y + h_{2l} t + f_{2l}) \epsilon^{2l} + O(\epsilon^{p+1}) \right) \times \epsilon^{M-k-1} \left( \sum_{l=1}^{r} g_{2l} \epsilon^{2l} + O(\epsilon^{r+1}) \right) \]

\[ = \sum_{l=0}^{q} \frac{(-1)^{l+s} \epsilon^{2l}}{(2l+1)!} \left( \sum_{n=0}^{p} (c_{2n} x + d_{2n} y + h_{2n} t + f_{2n}) \epsilon^{2n} + O(\epsilon^{n+1}) \right) \epsilon^{2l+1} \times \epsilon^{M-k} \left( \sum_{l=1}^{r} g_{2l} \epsilon^{2l} + O(\epsilon^{r+1}) \right) \]

where \( P_n(x, y, t) \) is a polynomial of order 1 in \( x, y \), and \( t \).

\[ l_{k, 1} = \sum_{l=0}^{q} \epsilon^{2l} \sum_{\alpha_0 + \ldots + \alpha_p = 2l+1} \beta_{\alpha_0, \ldots, \alpha_p} P_0(x, y, t)^{\alpha_0} \]

\[ \ldots P_p(x, y, t)^{\alpha_p} \epsilon^{2(\alpha_1 + 2\alpha_2 + p\alpha_p)} \times \epsilon^{M-2s} \sum_{l=1}^{r} g_{2l} \epsilon^{2l} + O(\epsilon^l) \]

\[ \ldots P_p(x, y, t)^{\alpha_p} \epsilon^{2(\alpha_1 + 2\alpha_2 + p\alpha_p)} \times \epsilon^{M-2s} \sum_{l=1}^{r} g_{2l} \epsilon^{2l} + O(\epsilon^l) \]
\[
= \sum_{l=0}^{q} \epsilon^{2l} \sum_{a_0 + \ldots + a_p = 2l+1} Q_{\alpha_0, \ldots, \alpha_p}(x, y, t) \epsilon^{2(\alpha_1 + 2\alpha_2 + p\alpha_p)} \times \epsilon^{M-2s} \sum_{l=1}^{r} g_{2l} \epsilon^{2l} + O(\epsilon^t),
\]

where \(Q_{\alpha_0, \ldots, \alpha_p}(x, y, t)\) is a polynomial of order \(2l + 1\) in \(x, y\) and \(t\).

The terms in \(\epsilon^0\) are obtained for \(l = 0\) in the two summations with \(\alpha_0 = 1\).

For the column \(M + m\), we search the terms in \(\epsilon^{2m-2}\) with the maximal power in \(x\) and \(t\). It is obtained for \(2l + M - k = 2m - 2\), which gives \(l = m + s - N - 1\).

We get the following result

**Proposition 2.4**

\[
\begin{align*}
\deg(n_{2s, m + \frac{M}{2}}) &= 2m + 2s - M - 1 \text{ for } s \geq \frac{M}{2} + 1 - M, \\
n_{2s, m + \frac{M}{2}} &= 0 \text{ for } s < \frac{M}{2} + 1 - m.
\end{align*}
\]

These results can be rewritten in the following way

**Proposition 2.5**

\[
\begin{align*}
\deg(n_{j,k}) &= 2k - j \text{ for } j \leq 2k, \\
n_{j,k} &= 0 \text{ for } j > 2k, \\
\deg(n_{j,k}) &= 2k + j - 2M - 1 \text{ for } j \geq 2M + 1 - 2k, \\
n_{j,k} &= 0 \text{ for } j < 2M + 1 - 2k.
\end{align*}
\]

Now we can evaluate the degree of the determinant of the matrix \((n_{kj})_{k,j \in [1, 2N]}\).

From the previous analysis, \(x, y\) and \(t\) have necessarily the same power in each \(n_{kj}\). The maximal power in \(x, y\) and \(t\), is successively taken in each column. It is realized by the following product

\[
\prod_{j=1}^{N} n_{j,j} \prod_{j=1}^{N} n_{N+j, 2N+1-j}.
\]

Applying the result given in (28) we get

\[
\begin{align*}
\deg(\det((n_{kj})_{k,j \in [1, 2N]})) &= \sum_{j=1}^{N} \deg(n_{j,j}) + \sum_{j=1}^{N} \deg(n_{N+j, 2N+1-j}) \\
&= \sum_{j=1}^{N} 2j - j + \sum_{j=1}^{N} 2(M + 1 - j) - 2M - 1 + \frac{M}{2} + j \\
&= \sum_{j=1}^{N} j + \sum_{j=1}^{N} N + 1 - j = N(N + 1).
\end{align*}
\]

We have the same argument for the determinant \(\det((d_{kj})_{k,j \in [1, 2N]}\), we have

\[
\deg(\det((d_{kj})_{k,j \in [1, 2N]})) = N(N + 1).
\]

Thus the quotient

\[
\frac{\det((n_{kj})_{k,j \in [1, 2N]})}{\det((d_{kj})_{k,j \in [1, 2N]})}
\]

is
defines a quotient of two polynomials, each of them of degree \( N(N+1) \). As the expression of the solution \( v \) is given by \( \frac{n(x,y,t)n^*(x,y,t)}{d(x,y,t)^2} \), it gives the result on the degrees of the polynomials \( |n|^2 \) and \( d^2 \). So we obtain

\[
\frac{\left| \det((n_{kj})_{j,k \in [1,2N]}) \right|^2}{\left( \det((d_{kj})_{j,k \in [1,2N]}) \right)^2}
\]

is a quotient of two polynomials of degree \( 2N(N+1) \).
\[ \square \]

3 Explicit expression of rational solutions of order 4 depending on 6 parameters

In the following, we explicitly construct rational solutions to the KPI equation of order 4 depending on 6 parameters. Because of the length of the expression, it cannot be given in that paper. We only give the expression without parameters in the appendix.

We give patterns of the modulus of the solutions in the plane \((x,y)\) of coordinates in function of the parameters \( a_1, a_2, a_3, b_1, b_2, b_3 \), and time \( t \). When at least one parameter is not equal to 0, we observe the presence of ten peaks. The maximum of modulus of those solutions is checked equal in this case \( N = 4 \) to \( 2(2N+1)^2 = 2 \times 9^2 = 162 \).

![Figure 1](image1.jpg)

**Figure 1.** Solution of order 4 to KPI, on the left for \( t = 0 \); in the center for \( t = 0,01 \); on the right for \( t = 0,1 \); all the parameters to equal to 0.
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Figure 2. Solution of order 4 to KPI, on the left for $t = 0, 2$; in the center for $t = 10$; on the right for $t = 50$; all the parameters to equal to 0.

Figure 3. Solution of order 4 to KPI for $t = 0$, on the left for $a_1 = 10^3$; in the center for $b_1 = 10^3$; on the right for $a_2 = 10^6$; all the other parameters to equal to 0.

Figure 4. Solution of order 4 to KPI for $t = 0$, on the left for $b_2 = 10^6$; in the center for $a_3 = 10^9$; on the right for $b_3 = 10^9$; all the other parameters to equal to 0.
4 Conclusion

From the previous representations of the solutions to the KPI equation given by the author in terms of Fredholm determinants of order $2N$ depending on $2N-1$ real parameters and in terms of wronskians of order $2N$ depending on $2N-1$ real parameters, we succeed in obtaining rational solutions to the KPI equation depending on $2N-2$ real parameters. These solutions can be expressed in terms of a ratio of two polynomials of degree $2N(N+1)$ in $x$, $y$ and $t$. That gives a new approach to find explicit solutions for higher orders and try to describe the structure of those rational solutions.

In the $(x,y)$ plane of coordinates, different structures appear. For a given $t$, when one parameter grows and the other ones are equal to 0 we obtain triangles or rings; for $a_1 \neq 0$ or $b_1 \neq 0$ and the other parameters equal to zero, we obtain a triangle with 10 peaks; for $a_2 \neq 0$ or $b_2 \neq 0$, and other parameters equal to zero, we obtain two concentric rings of 5 peaks on each of them; in the last case, when $a_3 \neq 0$ or $b_3 \neq 0$, and the other parameters equal to zero, we obtain one ring with 7 peaks.

It will be relevant to go on this study for higher orders to try to understand the structure of those rational solutions.
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Appendix: Because of the length of the complete expression, we only give in this appendix the explicit expression of the rational solution of order 4 to KPI equation without parameters. They can be written as

\[ v_d(x, y, t) = -\frac{1}{2} \left( \frac{n_4(x, y, t)}{(d(x, y, t))^2} \right)^2 \]

with

\[ \frac{n_4(x, y, t)}{(d(x, y, t))^2} = \frac{F_4(2x, 4y, 4t) - iH_4(2x, 4y, 4t)}{Q_4(2x, 4y, 4t)} \]

with

\[ F_4(x, y, T) = \sum_{k=0}^{20} f_k(y, T) x^k, \]
\[ H_4(x, y, T) = \sum_{k=0}^{20} h_k(y, T) x^k, \]
\[ Q_4(x, y, T) = \sum_{k=0}^{20} q_k(y, T) x^k. \]
\[ x = \frac{y}{z} \]