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# Rear-end vision-based collision detection system for motorcyclists 
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#### Abstract

In many countries, the motorcyclist fatality rate is much higher than that of other vehicle drivers. Among many other factors, motorcycle rear-end collisions are also contributing to these biker fatalities. To increase the safety of motorcyclists and minimize their road fatalities, this paper introduces a vision-based rear-end collision detection system. The binary road detection scheme contributes significantly to reduce the negative false detections and helps to achieve reliable results even though shadows and different lane markers are present on the road. The methodology is based on Harris corner detection and Hough transform. To validate this methodology, two types of dataset are used: (1) self-recorded datasets (obtained by placing a camera at the rear end of a motorcycle) and (2) online datasets (recorded by placing a camera at the front of a car). This method achieved $95.1 \%$ accuracy for the self-recorded dataset and gives reliable results for the rear-end vehicle detections under different road scenarios. This technique also performs better for the online car datasets. The proposed technique's high detection accuracy using a monocular vision camera coupled with its low computational complexity makes it a suitable candidate for a motorbike rear-end collision detection system.
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## 1 Introduction

According to the motorcycle industry, there are 313 million motorcycles in the world, of which $77 \%$ are in Asia, 5\% are in Latin America, and $2 \%$ are in North America. ${ }^{1}$ The average number of motorcycles per thousand people in most of the Asian cities is $\sim 196,{ }^{2}$ whereas Europe and North America contain only $16 \%$ of the world motorcycle fleet. ${ }^{1}$ Motorcyclists have higher risks of fatalities compared with any other types of vehicle drivers. ${ }^{3}$ It is estimated that more than 180,000 motorcyclists died worldwide annually as a result of road crashes. ${ }^{1}$ However, motorcyclist safety is a major issue in most Asian countries. In Malaysia, more than $50 \%$ of road fatalities are due to motorcyclists. ${ }^{4}$ Similarly, motorcyclists are responsible for $80 \%$ of road fatalities in Vietnam, $70 \%$ in Thailand, $61 \%$ in Indonesia, and $58 \%$ in Cambodia. ${ }^{4}$ In other countries, the situation is not as alarming, but it still represents a major concern: motor-cycle-related fatalities are $13 \%$ in New Zealand ${ }^{5}$ and $14 \%$ in the former EU15 (i.e., the 15 member nations of the EU prior to 2004). ${ }^{6}$

Frontal and rear-end collisions that highly contribute to motorcyclist fatalities are mostly recorded on motorways and primary roads. Most of these fatalities are reported on straight road sections. ${ }^{4}$ Many factors are involved in motorcycle accidents, among which are excessive speed, driving under the influence of alcohol, ignorance of the route, and loss of control. ${ }^{7,8}$

To increase the safety of the motorcyclists and minimize their fatalities, different techniques have been proposed.

They can be divided into two major categories: (1) passive safety and (2) active safety. Passive safety techniques aim to reduce injuries, whereas active techniques help to avoid accidents from occurring in the first place. Passive safety covers the use of helmets, ${ }^{9,10}$ special cloths, ${ }^{11,12}$ air bags, ${ }^{13}$ etc. Active safety covers electronic stability control, ${ }^{14,15}$ antilock braking system, ${ }^{16}$ advance collision warning (ACW) systems for motorcycles, ${ }^{17-19}$ etc. These ACW active systems give early warnings to the motorcyclists about potential dangers. ${ }^{20,21}$

As far as active safety systems for cars are concerned, there are many techniques developed for collision detections. ${ }^{22-28}$ These techniques rely on global positioning system (GPS), ${ }^{22}$ radar, ${ }^{23}$ laser scanners, ${ }^{24}$ intervehicle communications, ${ }^{25}$ ultrasonic- ${ }^{26}$ and camera-based approaches, ${ }^{27-28}$ etc. However, there are very few documented papers or systems on collision detections or collision avoidance systems for motorcyclists.

For example, in Ref. 17, different techniques aiming at warning motorcyclists about potential collisions are discussed; nevertheless, the development and accuracy of these systems are not fully established. In Ref. 18, information about the "dangerousness of curves ahead" is presented to the motorcyclist to avoid possible accidents. The given technique relies on the GPS to estimate the motorcycle position and to estimate the approaching curve; the technique is not sufficiently proven as it has only been tested in a laboratory environment by means of a simulator. Next, the authors of Ref. 19 proposed a vision-based collision warning system for motorcycle; a mobile phone camera, mounted on
the front side of a motorcycle, was used to detect the frontal vehicles, and the GPS was used to estimate the distance.

Images and videos provide rich data sources from which additional information and context can be surmised. Cameras provide a wide field of view, allowing for the detection and tracking of (moving) objects across multiple lanes. In general, vehicle detections using cameras can be classified as stereo and monocular. ${ }^{28}$ Stereo-based methods require two images, leading to the increase in system complexities and costs. In contrast, monocular vision-based vehicle detections have mirrored advances in computer vision, machine learning, and pattern recognition.

For a monocular-based system, the determination of vehicle locations is performed by analyzing the vehicle's motion or appearance. ${ }^{28}$ In a motion-based technique, an optical flow method is used to detect the vehicles. ${ }^{29,30}$ Motion-based methods are effective for detecting moving objects; however, they are computationally intensive and require analysis of several frames before an object can be detected. They are also sensitive to camera movement and may fail to detect objects with slow relative motion. ${ }^{31}$ As
such, motion-based techniques are less commonly used for vehicle detections.

On the other hand, appearance-based detection techniques detect vehicles based on shadow underneath the vehicles, ${ }^{32}$ color, ${ }^{33}$ symmetry, ${ }^{27,31}$ texture, ${ }^{34}$ lights, ${ }^{35}$ and edges. ${ }^{36}$

In this paper, a rear-end vision-based collision detection system has been proposed for motorcyclists. This system detects incoming vehicles from the rear-end using a single camera; it has been tested on different road scenarios and on available online datasets to evaluate its performances.

## 2 Related Work

Recent related works for vehicle detections are given in Table 1. This table covers the detection type and the dataset properties; it also highlights some results through metrics, such as accuracy and true positive rate (TPR), and it further provides the limitation of these techniques. In Table 1, the "detection type" column defines whether the technique is applied either for the front or rear-end vehicle detection. The "dataset" column provides information related to the

Table 1 Some related studies for vehicle detections.

| Author/year | $\begin{aligned} & \text { Detection } \\ & \text { type } \end{aligned}$ | Dataset | TPR (\%) | Accuracy (\%) | Features/feature extraction method/classifier | Limitations |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Arenado et al. ${ }^{32}$ | Front | 3400 images (for vehicle detection) | $\begin{aligned} & 96.71,98.41, \\ & 97.28,96.80 \end{aligned}$ | $\begin{aligned} & 97.60,98.80, \\ & 97.90,96.75 \end{aligned}$ | Shadow underneath the vehicle and horizontal edges | To detect the front vehicle license plate, both vehicles should be very close to each other. This can be dangerous under high-speed scenario. This technique is very slow and can process only four frames in 1 s . |
| Liu et al. ${ }^{37}$ | Rear | 5725 images | $\begin{aligned} & 92.50,94.80, \\ & 93.70,89.10, \\ & \text { (RA1 results) } \end{aligned}$ | - | Haar wavelet/SVM | The optimization for this technique was not performed to satisfy the real-time requirement. |
| O'Malley et al. ${ }^{38}$ | Rear | 44 video clips, each contains at least one vehicle | 92.86 | - | Headlamp pairs detection | The technique is only effective at night or when the light condition was very low. |
| Wu et al. ${ }^{39}$ | Left-sided overtaking vehicles | 9 video sequences used to capture the images | $\begin{gathered} \text { 87.00, 80.00, } \\ 84.00,95.00 \\ 84.00,81.00 \\ 88.00,89.00, \\ 62.00 \end{gathered}$ | - | Histogram of gradient (HOG) for vehicle detection/neuro-fuzzy network for distance measurement | The technique is only effective to detect vehicles in an adjacent lane. |
| Lee et al. ${ }^{40}$ | Front | 1000 images | 92.09 | - | HOG/SVM | If the system fails to select the shadow area, the vehicle detection is performed using the HOG feature of the whole image; this slows down the detection process. |
| Men and Dai ${ }^{41}$ | Front | 1 video | - | - | HOG for vehicle license plate localization and using lamp shape information | To detect the front vehicle license plate, both vehicles should be very close to each other and this can be dangerous under high-speed scenario. |
| Kim et al. ${ }^{42}$ | Front | 3 videos | $\begin{gathered} 86.75,61.80 \\ 92.73 \end{gathered}$ | - | Haar-like features and AdaBoost/SVM | Bad illumination conditions or rainy weather conditions can make the color of road pixels dark and cause this method to fail. |

videos, the number of images, or the type of vehicles involved in the experiments.

In Ref. 32, a single camera was used to detect front vehicles. The technique uses a combination of two features namely the shadow underneath the vehicle and horizontal edges for vehicle detection; the analysis of consecutive frames is used to calculate the relative speed of the detected car. Unavoidably, to detect the front vehicle license plate, both vehicles should be very close to each other, imposing a constraint that could be dangerous under a high-speed scenario. As reported, this technique is quite slow, as it processes only four frames per second.

The authors of Ref. 37 presented a monocular visionbased rear vehicle detection and tracking system for car drivers. The camera was positioned looking backward out of the rear windshield. The application was for the detection of the front parts of the approaching vehicles to assist the driver in lane changing. Symmetry and edge operators were used to generate the region of interest (ROI). Subsequently, vehicles were detected using Haar wavelet features that were later fed to a support vector machine (SVM) classifier.

In Ref. 38, a rear-end vehicle detection under low light conditions has been proposed. The technique identifies the vehicle headlamp pairs using a region growing threshold and a cross-correlation bilateral symmetry analysis method. This technique performs a perspective transformation to correct the distortion and ensure consistent detection performance throughout all road manoeuvers. Finally, a Kalman filter is used for tracking purposes. Unfortunately, this


Fig. 1 Sony action cam mounted at the rear end of motorcycle.
technique is only effective at night or when the light condition is very low.

The authors of Ref. 39 detected vehicles in adjacent lanes by placing a camera at the left side rear-view mirror. The camera captures the images in the adjacent lane to detect vehicles. This technique uses a neuro-fuzzy network to detect the vehicles. The training of the neuro-fuzzy network plays an important role in the detection process.

In Ref. 40, a monocular vision-based technique has been proposed to detect front vehicles. Histograms of oriented gradients (HOG) have been used to extract the features, and SVM has been used for classification. Shadows underneath the vehicles have been used as a feature for vehicle detections. However, if the system fails to select the shadow area, the vehicle detection is then performed using HOG features, which result in larger amounts of calculations and slower processing speed.

In Ref. 41, license plate detection has been used to identify front vehicles. This technique first detects the license plate of the front vehicle and verifies it by using the

Table 2 Datasets used to evaluate our technique.

| Dataset | Dataset description | Source of <br> recording | Number <br> of frames |
| :--- | :--- | ---: | :---: |
| Self- <br> recorded | Multiple vehicles, various <br> traffic conditions, different | Motorcycle | 5000 |
|  | road scenarios, various <br> light conditions, recorded <br> by placing camera at rear <br> end of motorcycle. |  |  |


| Laboratory for Intelligent and Safe Automobiles (LISA)dense ${ }^{43}$ | Multiple vehicles, dense traffic, daytime, highway, recorded by placing camera at the front of the car. | Car | 1600 |
| :---: | :---: | :---: | :---: |
| LISA- <br> urban ${ }^{43}$ | Single vehicle, urban scenario, cloudy morning, recorded by placing camera at the front of the car. | Car | 300 |
| LISAsunny ${ }^{43}$ | Multiple vehicles, medium traffic, daytime, highway, recorded by placing camera at the front of the car. | Car | 300 |
| iROADSdaylight ${ }^{44}$ | Multiple vehicles, low traffic, daytime, highway, recorded by placing camera at the front of the car. | Car | 903 |
| iROADStunnel ${ }^{44}$ | Very low traffic, inside tunnel, recorded by placing camera at the front of the car. | Car | $307{ }^{\text {a }}$ |
| Source-2 ${ }^{45}$ | Multiple vehicles, medium traffic, daytime, highway, recorded by placing camera at the front of the car. | Car | 960 |

Total
9370
${ }^{\text {a }}$ There are 307 images in iROADS-Tunnel dataset available at Ref. 47.


Fig. 2 Flow chart to detect the vehicles.


Fig. 3 Flow chart for the detection of binary road region.
geometrical characteristics of the license plate. Afterward, the rear lamps of the vehicle are detected across the license plate for the verification of the vehicle detection. However, to detect the front vehicle license plate, both vehicles should be close to each other, a situation that can be dangerous under a high-speed scenario.

The authors of Ref. 42 used the shadow underneath the vehicle to detect the frontal vehicles. Haar-like features with AdaBoost was used to train a shadow detector offline, and SVM has been used for the classification.

## 3 Data Set

In this research, a Sony action cam was installed at the rearend of a motorcycle (Yamaha, 115cc) to acquire the dataset


Fig. 4 Location of the selected patches in frame.


Fig. 5 Different lane marks presented on the road using self-recorded dataset.


Fig. 6 Binary road detection: (a) self-recorded dataset with multiple vehicle footprints, (b) self-recorded dataset with truck at lane markers, (c) LISA-dense (frame 735), (d) LISA-urban (frame 13), (e) LISAsunny (frame 104), (f) source-2 (frame 140), (g) iROADS-daylight, and (h) iROADS-tunnel.
as shown in Fig. 1. The camera was mounted in a shocked proof casing to minimize any vibration effects. The video datasets were recorded in ".avi" format at 30 frames per second and at a resolution of $600 \times 800$ pixels. A total of 5000 frames containing 120 vehicles were used for testing. The video datasets were recorded in different road scenarios having different light conditions. During the video recordings, the driving speed of the motorcycle varied from 40 to $80 \mathrm{~km} / \mathrm{h}$. The datasets were recorded along Ipoh-Lumut highway, Perak, Malaysia and inside Universiti Teknologi PETRONAS (UTP), Malaysia.

Due to the limitations of online motorcycle datasets, the proposed technique has also been validated using online car datasets. ${ }^{43-45}$ The "source-2" dataset is available at Ref. 46. The details of the datasets are given in Table 2.

## 4 Vehicle Detection Technique

The steps leading to the algorithm development are shown in Fig. 2.

First, the video frame is transformed into gray scale to enhance the computation performance. Afterward, the ROI is computed. To get the ROI, a fixed area from the top of every grayscale frame is excluded to remove the sky and

other unwanted regions. Next, the left and right boundaries of the ROI image are kept the same as the input frame, as shown in Fig. 2. After that, binary road region segmentation and vehicle detections are performed; both approaches will be explained in the next sections.

### 4.1 Binary Road Region Detection Technique

The binary road region detection technique is illustrated in Fig. 3.

To find the binary road region, first and foremost six square patches have been extracted from the ROI image. All the selected patches have the same size and their locations are fixed for each ROI image. In our case, these patches are selected near the bottom of the ROI image, which is adjacent to the motorcycle. At that place, there is a low probability of vehicle presence and a high probability that it contains only the road region. The locations of these userdefined patches are shown in Fig. 4.

For the first ROI image or the frame, the average grayscale value for all the six patches has been calculated. This average grayscale value named as a mean value (MV) is also saved as a previous mean value (PMV). Next, this
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Fig. 7 Sobel edge detection with Otsu threshold: (a) multiple vehicles from the self-recorded dataset,
(b) truck at lane markers from self-recorded dataset, (c) LISA-dense (frame 735), (d) LISA-urban (frame
13), (e) LISA-sunny (frame 104), (f) source-2 (frame 140), (g) iROADS-daylight, and (h) iROADS-tunnel.
value is used as a threshold to convert the ROI image into a binary road image. The usage of the PMV is explained below.

Assume that MV, PMV, and $M(i)$ are the corresponding MV, PMV, and the average grayscale value of the individual patch, where $i=1,2,3, \ldots, 6$; the MV and PMV for the first image can be calculated as
$\mathrm{MV}=\mathrm{PMV}=\frac{\sum M(i)}{6}$.
Most of the roads have white lines or some lane marks. These white lines or lane marks are normally used to guide the motorcyclists and other vehicle drivers into an appropriate direction, as shown in Fig. 5.

It should be noted that it may be possible for some of these six patches to contain a white line or a lane marker region affecting (i.e., increasing) the MV of these patches. Therefore, only patches having a mean gray level lower than an empirical threshold are kept, and the affected one(s) is/are discarded for the remaining frames.

The threshold value for the patch selection is given as

$$
\begin{equation*}
M(i) \leq 100 \tag{2}
\end{equation*}
$$


(a)

(c)
(e)
(g)


Then, as presented in Fig. 3, two possible scenarios arise: (1) one or more patches contain a road region and (2) no patch contains a road region.

### 4.1.1 One or more patches containing road region

If one or more patches contain the road regions, the average grayscale values of these patches are used to calculate the MV. This MV is also stored as a PMV and is used to convert that ROI image into a binary image.

For example, if $M(1), M(2)$, and $M(6)$ are the average grayscale values of the patches that contain the road region [i.e., $M(1), M(2)$, and $M(6) \leq 100$ while $M(3), M(4)$, and $M(5)>100]$, then MV and PMV are computed as
$\mathrm{MV}=\mathrm{PMV}=\frac{M(1)+M(2)+M(6)}{3}$.

### 4.1.2 No patch containing road region

If no patch contains a road region [i.e., $M(1), M(2), \ldots, M(6)>100]$, then the PMV from the previous frame is used as the MV to convert the current ROI image into a binary image. From our observation, the binary


Fig. 8 Lane marker free (LMF) image: (a) self-recorded dataset with multiple vehicles footprints, (b) selfrecorded dataset with truck at lane markers, (c) LISA-dense (frame 735), (d) LISA-urban (frame 13), (e) LISA-sunny (frame 104), (f) source-2 (frame 140), (g) iROADS-daylight, and (h) iROADS-tunnel.
road detection technique gives reliable results, even when lane markers are present on the road. Figure 6 shows the results of the binary road region detection.

From Fig. 6, one can see that the road boundary is clearly visible and it can help to differentiate between the road region and the unwanted area.

### 4.2 Vehicle Detection

To find the vehicle pattern initially, Sobel edge detection ${ }^{48}$ with Otsu threshold ${ }^{49}$ has been applied onto the ROI image. The resultant image consists of the lane markers and vehicle footprints as shown in Fig. 7. In this figure, the road boundaries, vehicles edges, and other object edges are clearly visible. The edges of the lane markers can also be seen in the figure. However, the differentiation between vehicle footprints and other objects is still very difficult at this stage.

To minimize false vehicle detections, it is important to remove the lane markers from the Sobel edge detected image. This is achieved by subtracting the binary image from the Sobel edge detected image. By applying this technique, lane markers are being effectively removed from the
resultant image. The image is referred as lane marker free (LMF) image, as shown in Fig. 8.

In Fig. 8, vehicle edges and road boundaries are clearly visible. The lane markers or any other unwanted noise at the road region have been removed. Therefore, a vehicle footprint detection is much easier and simpler at this stage. To acquire the vehicle footprints, Harris corner detection ${ }^{50}$ and Hough transform have been applied to the LMF image. The results of Harris corner detection are shown in Fig. 9.

Hough transform is used to detect the angular lines, which further helps in detecting the vehicle footprints and removing the shadow regions. Assume that $h, m_{h}$, and $a_{h}$ are the length, slope, and the angle of the angular line, respectively, obtained from Hough transform. If $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ are, respectively, the start and the end points of the angular line, then the length $h$, slope $m_{h}$, and angle $a_{h}$ are calculated as

$$
\begin{align*}
& h=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}},  \tag{4}\\
& m_{h}=\frac{y_{2}-y_{1}}{x_{2}-x_{1}} \tag{5}
\end{align*}
$$
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Fig. 9 Harris corner detection: (a) incoming vehicles from self-recorded dataset, (b) truck from selfrecorded dataset, (c) LISA-dense (frame 735), (d) LISA-urban (frame 13), (e) LISA-sunny (frame 104), (f) source-2 (frame 140), (g) iROADS-daylight, and (h) iROADS-tunnel.
$a_{h}=\tan ^{-1}\left(m_{h}\right)$.
In our technique, the angular range selected for these lines is given as
$85 \mathrm{deg} \leq a_{h} \leq 92 \mathrm{deg}$.
It may be possible that the selected lines still contain the shadow edges. As the shadow edges are bigger than the vehicle edges and the camera is fixed at the rear end of the motorcycle, a threshold condition is applied on these lines to get the vehicle footprints. The threshold condition for the length ( $h$ ) selection of these lines is given as

10 pixels $\leq h \leq 50$ pixels.
The selected lines are shown in Fig. 10.
For the vehicle footprint validation, a comparison of the selected lines and Harris corner detection is performed. For this comparison, initially, an image is divided into small patches. In all patches, the slopes of the selected lines are computed. For example, in any patch, if $\left(x_{p}, y_{p}\right)$ and $\left(x_{q}, y_{q}\right)$
are the starting and the end points of the selected line, respectively, then the slope $m_{h}$ of this line is calculated as
$m_{h}=\frac{y_{q}-y_{p}}{x_{q}-x_{p}}$.
If $\left(x_{r}, y_{r}\right)$ is the position of the corner detected by the Harris corner detection technique, then its slope $m$ and distance $d$ with respect to the initial point of the selected line is given as
$m=\frac{y_{r}-y_{p}}{x_{r}-x_{p}}$,
$d=\sqrt{\left(x_{r}-x_{p}\right)^{2}+\left(y_{r}-y_{p}\right)^{2}}$.
These three parameters $m_{h}, m$, and $d$ permit us to assess if the selected line is passing through the Harris corner landmark or if it is very close to it (up to four pixels); in that case, it is selected as vehicle footprints. If the selected line intersects the Harris corner, then the values of both


Fig. 10 Selected lines plotted on ROI images: (a) incoming vehicles from self-recorded dataset, (b) truck on lane markers from self-recorded dataset, (c) LISA-dense (frame 735), (d) LISA-urban (frame 13), (e) LISA-sunny (frame 104), (f) source-2 (frame 140), (g) iROADS-daylight, and (h) iROADS-tunnel.
slops (i.e., $m_{h}$ and $m$ ) will be equal. Similarly, the value of $d$ provided the information that how far is the Harris corner from the initial point of the selected line.

For the proposed technique, the size of six selected patches for ROI, their locations, and the values of other parameters such as $M(i), a_{h}$, and $h$ are kept the same for all types of road scenarios and light conditions. The same values are used for the self-recorded and online datasets. Each dataset has different frame sizes and a different placement of the camera; therefore, the fixed area that has been excluded from the top of every grayscale frame varies for each dataset.

Last, the binary road image is used to make a decision whether the selected lines represent a vehicle or not. Indeed, the boundaries of the road are clearly black, which enables us to mark the road edges and allows us to discard the lines appearing outside of these marked edges. The remaining lines contain the vehicles footprint.

## 5 Experimental Results

The given technique was implemented on the Intel ${ }^{\circledR}$ core $^{\mathrm{TM}}$ i7-4770 CPU (3.4 GHz processor dual core, installed memory 16GB). Our technique was investigated in C++ using OpenCV. Our method was evaluated on the selfrecorded dataset as well as on the online datasets ${ }^{43-45}$ for comparison purposes. The results show that our technique works perfectly well for the motorcycle (using the selfrecorded dataset) as well as for the online car datasets. It can detect both incoming and outgoing vehicles perfectly from the rear-end on single and multiple lanes. The
technique is also capable of detecting parked vehicles on the roadside. Some of the results from the self-recorded dataset are shown in Fig. 11.

In Fig. 11, the detection of rear-end vehicles is shown for the self-recorded dataset. In this figure, one can see the detection of the parked cars along the roadside as well as correct detection of truck, even when lane markers are present on the road.

Next, Fig. 12 shows the detection of vehicles from the online dataset. ${ }^{43-45}$ The proposed technique can detect the vehicles even in the presence of shadow regions. As expected, it detects the vehicles up to a certain distance (determined by our various thresholds) as shown in Fig. 12(d).

Sometimes, the method fails to detect some vehicles and generate false alarms as shown in Fig. 13. This may occur due to the road structure as shown in Figs. 13(a), 13(b), 13(e), and 13(f). In Fig. 13(a), the road is in a tilted position; therefore, the horizontal lines obtained from the Hough transform did not fit the selected line criteria, and the proposed technique missed that vehicle. In Fig. 13(b), the area below the road barrier is detected as a road region and this leads to the false detection, as a vehicle. Similarly, in Fig. 13(d), the footpath around the right side of the road is detected as a road region; therefore, the object on it is detected as a vehicle. From Fig. 13(f), we can see that the road is damaged and contains many horizontal cracks, which sometimes are detected as vehicles, leading to false detections. In Fig. 13(c), the car in the middle lane is occluded by the shadow created by other cars and could not be possibly detected. On the whole, this technique still obtained very less false detections.


Fig. 11 Vehicle detection from self-recorded dataset: (a) vehicles are parked on the roadside, (b) moving vehicle in a single lane, (c) vehicle detection on a road with multiple lanes, and (d) truck detection at lane markers.


Fig. 12 Vehicle detection from online datasets: (a) LISA-dense (frame 735), (b) LISA-urban (frame 13), (c) LISA-sunny (frame 104), (d) source-2 (frame 140), (e) iROADS-daylight, and (f) iROADS-tunnel.

Comparison of the proposed technique with the existing state-of-the-art rear-view-based vehicle detection methods is given in Table 3. For the given technique, accuracy, TPR, and false detection rate (FDR) are given as
$\operatorname{Accuracy}(\%)=\frac{\mathrm{TP}+\mathrm{TN}}{\mathrm{TP}+\mathrm{TN}+\mathrm{FP}+\mathrm{FN}} \times 100$,
$\operatorname{TPR}(\%)=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FN}} \times 100$,
$\operatorname{FDR}(\%)=\frac{\mathrm{FP}}{\mathrm{FP}+\mathrm{TP}} \times 100$,
where TP, TN, FP, and FN refer to true positives, true negatives, false positives, and false negatives, respectively. Also for each technique, an average frame rate processing time has been computed, and it is equal to the average number of frames processed in 1 s .

From Table 3, one can see that for the self-recorded dataset, the accuracy is $95.1 \%$. When comparing with the existing state-of-the-art works, our technique shows improved performances on all the quantitative criteria. The reason for a better FDR is due to the patch selection method, which enables to predict an enhanced binary road region. The second main reason is the length of the selected Hough lines, which helps to remove the shadow regions.

Our technique achieves a high accuracy for source-2 dataset with respect to the work of Choi. ${ }^{45}$ For LISA-dense and LISA-urban datasets, our method achieves higher TPR as compared with the recent research work of Sivaraman ${ }^{43}$ and Satzoda and Trivedi. ${ }^{51}$ For LISA-Sunny dataset, our technique provides a TPR that is a bit less as compared with the techniques of Sivaraman ${ }^{45}$ and Satzoda and Trivedi. ${ }^{51}$ However, the FDR of our method on LISA-sunny dataset is less compared with the existing work. For iROADS-daylight dataset, our technique's TPR and FDR are lower as compared with the work of Satzoda and Trivedi, ${ }^{51}$ but a higher frame rate is achieved. Satzoda's ${ }^{51}$ technique performs better under sun light condition, whereas our technique performs good for all light conditions and traffic


Fig. 13 False vehicle detection: (a) missing vehicle detection in self-recorded dataset, (b) false detection from self-recorded dataset, (c) LISA-dense (frame 735), (d) LISA-urban (frame 13), (e) LISA-sunny (frame 104), and (f) source-2 (frame 744).
scenarios. The proposed work achieves higher frame rate for the self-recorded dataset and for the online datasets as compared to the all existing methods. ${ }^{43,45,51}$ The rapid vehicle detection gives more time to the motorcyclist to take a correct decision, therefore making it more suitable for motorcycle applications.

Due to the use of low level of features (such as Harris edge detection and the lines computed from Hough transform for vehicle foot print detections), higher computing performance has been obtained. The proposed method achieves a higher accuracy in lesser time, which makes it efficient for motorcycle applications.

## 6 Conclusion

From this work, it can be concluded that the proposed technique is effective for rear-end vehicle detections for motorcycle applications. The method presented in this paper achieves higher accuracy and better results in different road
scenarios compared with other methods recently published. The patch selection method for the binary road detection contributes a lot to reduce the false detections and produce reliable results, even when shadows or different lane markers are present on the road. The size selection of the lines, computed from Hough transform, also helps to avoid the shadow regions and improve the accuracy. It shows a very good performance for the motorcycle using the rear-end dataset as well as utilizing the online vehicle frontal datasets. The proposed method provides a reliable accuracy, making it more trustworthy for vehicle applications. It achieved higher accuracy, TPR, and frame rate for many road scenarios as compared with the existing state-of-the-art methods. Also, this technique provides an upright vision-based rear-end collision detection system for the motorcyclists. It is believed that this method could help to reduce the motorcyclist fatality rate, when integrated with vibrational or auditory warning-based alert systems. These aspects are currently being investigated.

Table 3 Results of the proposed technique.

| Reference | Dataset | Accuracy (\%) | TPR <br> (\%) | FDR <br> (\%) | Number of fps |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Proposed work | Self-recorded | 95.10 | 94.20 | 4.98 | 23.90 |
|  | LISA-dense | 95.40 | 95.01 | 5.01 | 29.04 |
|  | LISA-urban | 95.00 | 94.00 | 6.60 | 25.06 |
|  | LISA-sunny | 97.20 | 97.00 | 6.03 | 37.50 |
|  | iROADS-daylight | NA | 98.02 | 3.89 | 38.50 |
|  | iROADS-tunnel | NA | 96.54 | 5.83 | 38.50 |
|  | Source-2 | 92.16 | 91.50 | 5.97 | 41.40 |
| Sivaraman and Trivedi ${ }^{43}$ | LISA-dense | NA | 95.00 | 6.40 | NA |
|  | LISA-urban | NA | 91.70 | 25.50 | NA |
|  | LISA-sunny | NA | 99.80 | 8.50 | NA |
| Choi ${ }^{45}$ | Source-1 and source-2 | 88.63 | NA | NA | 11 |
| Satzoda and Trivedi ${ }^{51}$ | LISA-dense | NA | 94.50 | 6.80 | 15.50 |
|  | LISA-sunny | NA | 98.00 | 9.00 | 25.40 |
|  | iROADS-daylight | NA | 99.40 | 1.50 | 25.40 |
|  | iROADS-tunnel | NA | 96.40 | 7.80 | 25.40 |

Note: NA, not available.

## Acknowledgments

We express gratitude to and acknowledge the Department of Electrical and Electronic Engineering, Universiti Teknologi PETRONAS, Malaysia. This research is partially supported by the Ministry of Education Malaysia under Higher Institution Centre of Excellence (HICoE) Scheme, Centre for Graduate Studies (CGS), and University Research Internal Fund (URIF-015AA-B78) of Universiti Teknologi PETRONAS, Malaysia. We also would like to express our gratitude to the ERASMUS Mundus program VIBOT for sponsoring some of this work.

## References

1. N. Haworth, "Powered two wheelers in a changing world-challenges and opportunities," Accid. Anal. Prev. 44, 12-18 (2012).
2. M. Senbil, J. Zhang, and A. Fujiwara, "Motorization in Asia: 14 countries and three metropolitan areas," IATSS Res. 31, 46-58 (2007).
3. M. A. Elliott, C. J. Baughan, and B. F. Sexton, "Errors and violations in relation to motorcyclists' crash risk," Accid. Anal. Prev. 39, 491-499 (2007).
4. M. M. A. Manan and A. Varhelyi, "Motorcycle fatalities in Malaysia," IATSS Res. 36, 30-39 (2012).
5. S. Helman et al., "The effect of two novel lighting configurations on the conspicuity of motorcycles: a roadside observation study in New Zealand," Crowthorne: Transport Research Laboratory. Published Project Report, PPR682 (2014).
6. T. Ozkan et al., "Motorcycle accidents, rider behaviour, and psychological models," Accid. Anal. Prev. 49, 124-132 (2012).
7. W. H. Schneider et al., "Examination of factors determining fault in twovehicle motorcycle crashes," Accid. Anal. Prev. 45, 669-676 (2012).
8. A. Moskal, J.-L. Martin, and B. Laumon, "Risk factors for injury accidents among moped and motorcycle riders," Accid. Anal. Prev. 49, 5-11 (2012).
9. A. K. Abbas, A. F. Hefny, and F. M. Abu-Zidan, "Does wearing helmets reduce motorcycle-related death? A global evaluation," Accid. Anal. Prev. 49, 249-252 (2012).
10. A. L. DeMarco et al., "The impact response of motorcycle helmets at different impact severities," Accid. Anal. Prev. 42, 1778-1784 (2010).
11. L. de Rome et al., "Motorcycle protective clothing: Protection from injury or just the weather?," Accid. Anal. Prev. 43, 1893-1900 (2011).
12. L. de Rome et al., "Effectiveness of motorcycle protective clothing: Riders' health outcomes in the six months following a crash," Injury 43, 2035-2045 (2012).
13. Y. Takeshi, Airbag System for Motorcycle, Amart Cruise 214Demo, Tsukuba, Japan, p. 28 (2000).
14. P. De Filippi et al., "Towards electronic stability control for twowheeled vehicles: a preliminary study," in ASME 2010 Dynamic Systems and Control Conf., pp. 133-140 (2010).
15. P. De Filippi et al., "Enhancing active safety of two-wheeled vehicles via electronic stability control," IFAC Proc. 44, 638-643 (2011).
16. P. Seiniger, K. Schröter, and J. Gail, "Perspectives for motorcycle stability control systems," Accid. Anal. Prev. 44, 74-81 (2012).
17. E. D. Bekiaris, A. Spadoni, and S. I. Nikolaou, "SAFERIDER project: new safety and comfort in powered two wheelers," in 2009 2nd Conf. on Human System Interactions, pp. 600-602 (2009).
18. F. Biral et al., "An intelligent curve warning system for powered two wheel vehicles," Eup. Transp. Res. Rev. 2, 147-156 (2010).
19. C.-Y. Fang et al., "A vision-based safety driver assistance system for motorcycles on a smartphone," in 17th Int. IEEE Conf. on Intelligent Transportation Systems (ITSC), pp. 328-333 (2014).
20. N. Baldanzini, G. Bencini, and M. Pierini, "Design and preliminary testing of an haptic handle for powered two wheelers," Eup. Transp. Res. Rev. 3, 1-9 (2011).
21. V. H. Tran et al., "Motorcycle and helmet providing advance driver assistance," U.S. Patent Application No. 13,897,570 (2013).
22. J. H. Lemelson and R. D. Pedersen, "GPS vehicle collision avoidance warning and control system and method," U.S. Patent No. 5,983,161 (1999).
23. A. Macaveiu and A. Câmpeanu, "Automotive radar target tracking by Kalman filtering," in 11th Int. Conf. on Telecommunication in Modern Satellite, Cable and Broadcasting Services (TELSIKS), pp. 553-556 (2013).
24. K. C. Fuerstenberg et al., "Multilayer laserscanner for robust object tracking and classification in urban traffic scenes," in Proc. of 9th World Congress on Intelligent Transport Systems (ITS) (2002).
25. F. Özgüner et al., "A simulation study of an intersection collision warning system," in Proc. of the Int. Workshop on ITS Telecommunications, Singapore (2004).
26. G. K. Qualizza, "Vehicle collision avoidance system," Patent No. 5,235,316 (1993).
27. Y.-C. Kuo, N.-S. Pai, and Y.-F. Li, "Vision-based vehicle detection for a driver assistance system," Comput. Math. Appl. 61, 2096-2100 (2011).
28. S. Sivaraman and M. M. Trivedi, "Looking at vehicles on the road: a survey of vision-based vehicle detection, tracking, and behavior analysis," IEEE Trans. Intell. Transp. Syst. 14, 1773-1795 (2013).
29. E. Martinez et al., "Driving assistance system based on the detection of head-on collisions," in Intelligent Vehicles Symp., IEEE, pp. 913-918 (2008).
30. J. D. Alonso et al., "Lane-change decision aid system based on motiondriven vehicle tracking," IEEE Trans. Veh. Technol. 57, 2736-2746 (2008).
31. S. S. Teoh and T. Bräunl, "Symmetry-based monocular vehicle detection system," Mach. Vision Appl. 23, 831-842 (2012).
32. M. I. Arenado et al., "Monovision-based vehicle detection, distance and relative speed measurement in urban traffic," IET Intell. Transp. Syst. 8, 655-664 (2014).
33. L.-W. Tsai, J.-W. Hsieh, and K.-C. Fan, "Vehicle detection using normalized color and edge map," IEEE Trans. Image Process. 16, 850-864 (2007).
34. T. Kalinke, C. Tzomakas, and W. von Seelen, "A texture-based object detection and an adaptive model-based classification," in Proc. IEEE Intelligent Vehicles Symp., pp. 341-346 (1998).
35. C.-C. Wang, S.-S. Huang, and L.-C. Fu, "Driver assistance system for lane detection and vehicle recognition with night vision," in 2005 IEEE/ RSJ Int. Conf. on Intelligent Robots and Systems, pp. 3530-3535 (2005).
36. C.-C. Wong et al., "Low relative speed moving vehicle detection using motion vectors and generic line features," in 2015 IEEE Int. Conf. on Consumer Electronics (ICCE), pp. 208-209 (2015).
37. W. Liu et al., "Rear vehicle detection and tracking for lane change assist," in 2007 IEEE Intelligent Vehicles Symp., pp. 252-257 (2007).
38. R. O'Malley, M. Glavin, and E. Jones, "Vision-based detection and tracking of vehicles to the rear with perspective correction in lowlight conditions," IET Intell. Transp. Syst. 5, 1-10 (2011).
39. A. Wu et al., "Adjacent lane detection and lateral vehicle distance measurement using vision-based neuro-fuzzy approaches," J. Appl. Res Technol. 11, 251-258 (2013).
40. T.-Y. Lee, J.-S. Oh, and J.-H. Kim, "On-road vehicle detection based on appearance features for autonomous vehicles," in 15th Int. Conf. on Control, Automation and Systems (ICCAS), pp. 1720-1723 (2015).
41. M. Men and F. Dai, "Multiple features fusion for front-view vehicle detection," in Int. Conf. on Artificial Intelligence and Industrial Engineering (AIIE 2015), Phuket, Thailand (2015).
42. M. S. Kim, Z. Liu, and D. J. Kang, "On road vehicle detection by learning hard samples and filtering false alarms from shadow features," J. Mech. Sci. Technol. 30(6), 2783-2791 (2016).
43. S. Sivaraman and M. M. Trivedi, "A general active-learning framework for on-road vehicle recognition and tracking," IEEE Trans. Intell. Transp. Syst. 11, 267-276 (2010).
44. M. Rezaei and M. Terauchi, "Vehicle detection based on multi-feature clues and Dempster-Shafer fusion theory," in Pacific-Rim Symp. Image and Video Technology, pp. 60-72 (2014).
45. J. Choi, "Realtime on-road vehicle detection with optical flows and Haar-like feature detectors," Computer Science Research and Tech Reports, University of Illinois at Urbana-Champaign (2012).
46. J. Choi and E. Amir, "Source-2," Realtime On-Road Vehicle Detection, http://reason.cs.uiuc.edu/jaesik/projects/Vehicle_Detection/Vehicle_ Detection.htm (10 February 2016).
47. M. Rezaei, "Tunnel Set," iROADS Dataset (Intercity Roads and Adverse Driving Scenarios)," https://www.cs.auckland.ac.nz/~m. rezaei/Publications.html (17 October 2016).
48. R. C. Gonzales and R. E. Woods, Digital Image Processing, Prentice Hall, New Jersey, Vol. 6, p. 681 (2002).
49. N. Otsu, "A threshold selection method from gray-level histograms," Automatica 11, 23-27 (1975).
50. A. Harris and M. Stephens, "A combined corner and edge detector," in Alvey Vision Conf., Manchester, UK, pp. 147-151 (1988).
51. R. K. Satzoda and M. M. Trivedi, "Multipart vehicle detection using symmetry-derived analysis and active learning," IEEE Trans. Intell. Transp. Syst. 17, 926-937 (2016).
